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1 Introduction
This document – PIPVIC Deliverable D4 – is a report on the collection and analysis of Mbone traffic statistics during the course of the PIPVIC (Piloting IP videoconferencing) project. It is a follow-on to PIPVIC Deliverable D0, written in the light of the experience gained during the course of the small-scale pilot.

A series of structured activities (teaching, research and administration) using IP (Internet Protocol) multicast videoconferencing tools has been conducted between 6 HEIs (Higher Education Institutions):

· University College London

· University of Exeter

· University of Essex

· University of Wales at Aberystwyth

· University of Westminster

· School of Slavonic and Eastern European Studies (SSEES)

The IP multicast videoconferencing tools used were those packaged by the SHRIMP project [1]. The detailed aims of the project, as described in the proposal, were:

· To pilot and assess IP multicast videoconferencing with a cross-section of users with differing requirements.

· To assess the effectiveness of IP videoconferencing tools in a collaborative working environment.

· To identify further requirements for large-scale deployment and use of a wide-area IP videoconferencing service on JANET.

· To begin to test what happens when congestion occurs within a service network environment and to evaluate the effects of congestion on videoconferencing applications within a service network environment.

· To begin to determine the scalability of IP videoconferencing on JANET.

To address the last three aims, the project has conducted monitoring and analysis of the network conditions and performance during the videoconferencing sessions. This report,  PIPVIC Deliverable D4, is a revised version of Deliverable D0, Collection and analysis of Mbone traffic statistics V1 [1]. It is structured as follows: 

· Sections 2 and 3 outline the possibilities for network performance monitoring and subsequent analysis of an IP multicast videoconference. 

· Section 4 discusses the actual monitoring and analysis undertaken during the project, with reference to the original plan for network monitoring described in deliverable D0 and includes a section on the development of a new tool for graphically displaying reception statistics for conference participants.

· Section 5 summarises and draws some conclusions for future network monitoring activities.

This deliverable is submitted for agreement by UKERNA. The primary audience of this document is therefore UKERNA staff in charge of the project, but the intended audience is anyone in the UK Higher Education Community interested in videoconferencing.
2 Possibilities for Network Performance Monitoring

The videoconferencing tools used in the PIPVIC project use IP multicast [2] and conform to the Internet multimedia conferencing architecture [3]. This implies that the underlying protocol stack is relatively shallow, and there are only a few layers at which it is sensible to take measurements: application level, IP level and link level. The monitoring which may be performed at each level is discussed in the next three sections.

2.1 Application Level Monitoring

The applications used in the project fall into two categories: audio/video tools using RTP [4] as their network protocol, and shared workspace tools using non-standard reliable multicast transport protocols.

The Real-time Transport Protocol (RTP) has been adopted by both the IETF and ITU‑T (International Telecommunications Union) as the standard mechanism for transporting audio and video streams across IP networks. The RTP control protocol (RTCP) is an integral part of RTP and provides participant identification and quality-of-service (QoS) feedback. Despite its name, RTCP is not a control protocol in the usual sense: it provides information on the progress of an ongoing session, but cannot be used to influence that session. Information carried in RTCP includes user details, together with loss rate statistics and summary transmission rate data. The user details are sufficient to identify the participants in a conference, and the QoS information is useful for detecting network problems.

There are a number of means by which RTCP QoS information may be collected and analysed. The most common means are:

· Loss statistics from media tools: Audio/video conferencing tools such as rat [5] and vic [6] maintain internal QoS statistics which are used to generate RTCP reception report data, to derive buffering parameters, and adapt to network and host operating conditions. It is possible to access some of this information from within the tools, and hence obtain some diagnosis of network conditions.

· The rtpmon tool: The rtpmon tool may be used to monitor an ongoing session and identify network problems. It displays a matrix of sources and receivers with the packet loss rate, as reported in RTCP reception report packets, displayed in the cells of the matrix. The presence of high loss rates is an indicator of network problems, which should be investigated further. 
· The rtpdump tool: The rtpdump tool may be used to collect RTP/RTCP packet traces, suitable for later analysis. This is not an interactive process, and cannot be used for real-time fault tracing. It does, however, provide a detailed overview of the network quality which may be combined with other objective and subjective measures to analyse reception quality after a session has concluded.

It should be noted that RTCP packets are multicast to the group along with data packets, and hence provide a simple means of remotely monitoring reception quality.

Monitoring the performance of shared workspace tools is considerably more complex than monitoring RTP based applications. The shared workspace tools used in the project are experimental programs, written to validate a number of proposals for the design of reliable multicast transport protocols. As such they do not have easily user-accessible performance statistics and, unlike RTP, the protocols used are poorly documented and do not provide QoS statistics reporting. This is not to say that it is impossible to monitor the performance of these applications, however it will require the development of new monitoring tools which are tailored to the specific applications. 

Much current research [7] has centred on the design of new reliable multicast transport protocols, suitable for shared workspace applications. As such it is hoped that, in future, a standard protocol – analogous to RTP – will be developed for shared workspace applications, although no such protocol currently exists (the T.120 series of protocols is not appropriate for wide-area IP multicast conferences). If such a protocol is developed, it is expected that a number of monitoring tools will be written to facilitate debugging such sessions. Until that time, however, application level monitoring of shared workspace tools will remain impossible.

2.2 IP Level Monitoring

The application level monitoring described in the previous section provides an indication of whether problems exist, but gives little information about where the cause of the problem might be. The main tool which is used to give information on IP multicast packet loss is multicast traceroute (mtrace) [8]. The mtrace utility determines the multicast route between two sites, and reports on packet loss characteristics along that route. If problems are noted during the application level monitoring of a session, it is possible to trace the multicast routing between those sites seeing problems, and to determine where bottlenecks occur. To date, this has typically been a manual process, and interpreting the output of mtrace requires an in-depth understanding of multicast. There is some hope that more advanced monitoring software may be developed which can parse the output of mtrace to automatically locate faults, but this is not expected to be available for several months, at best.

The mtrace program depends on the ability to send a special IGMP packet to all routers in the path between two hosts. Therefore, it may fail if:

· network packet loss rates are high (since the traceroute packets may be lost), 

· firewalls are configured to block such packets, or

· routers are configured to ignore such requests.  

In our experience, the last two occur rarely within SuperJANET, but the first is a relatively common problem.

In addition to mtrace, the mrinfo utility is of importance, since it allows for the direct tracing of multicast network topology, and hence is of use to determine the route traffic should follow, and to locate failed tunnels.

In certain cases, it is also possible to directly monitor the drop rates and routing topology of certain multicast routing software via SNMP. The mstat program may be used to query such routers and retrieve this information, provided appropriate security permissions are held. The information provided is similar to that which may be determined using a combination of mtrace and mrinfo, but in certain cases may reveal data which is not returned by those tools.

2.3 Link Level Monitoring

The causes of the IP level problems described in the previous section can be identified by studying the link-level packet loss characteristics, in the same manner as the causes of unicast packet loss. Care must be taken when monitoring the underlying link loss rates, since multicast tunnels may not be congruent with the underlying link topology, and multiple link-level problems may contribute to the loss on a single multicast route.

Link-level monitoring requires low-level access to the network links, and hence is outside the scope of the project. 

3 Analysis of Network Performance

There are two approaches to monitoring and analysing multicast network performance: real-time analysis during an on-going session, and post-session analysis. Real-time analysis is required in order to detect and isolate faults in the network, whereas post-session analysis is useful when comparing objective packet-loss statistics against subjective quality rating, to obtain some measure of user satisfaction with the conferencing technology.

3.1 Real-time Analysis

The ability to detect a network problem and locate its source during an ongoing session is clearly useful, since immediate action can be taken to remove the cause of the problem. The simplest means of detecting network problems is through analysis of application level statistics, as were discussed in section 2.1. From study of RTCP reception report data (for example, as provided by rtpmon), it is possible to determine packet loss rates. If applications are seeing high packet-loss rates, this is a signal that IP level monitoring should be employed to determine the location of any problem.

High loss rates, as reported in RTCP, are not necessarily indicative of a network problem. A loaded workstation, for example, can cause scheduling anomalies which result in an application missing packets, even though the network is functioning correctly (this will show up as increased jitter and/or packet loss in the RTCP reception reports).  Furthermore, the statistics provided by some versions of the media tools have turned out to be inaccurate.

If network problems are suspected, it is necessary to employ IP level monitoring to determine the location of the problem. This is done by running mtrace between those sites seeing the problem, and interpreting the results. This should lead to the bottleneck or failed link being identified and fixed.

There has been some concern about the widespread use of mtrace, since this places a large processing load on network routers, which becomes more concentrated nearer the source. More research is needed to determine the effects this may have on the network as seen by the application. 

This approach is feasible if the aim is to diagnose a particular fault, however it requires expert staff to be available when the fault is noticed, and cannot currently be automated. A description of the real-time network monitoring and analysis conducted during the project is provided in deliverable D1.
3.2 Post-session Analysis

Monitoring of the network can provide two types of data for post-session analysis and debugging: 

· packet traces and RTCP reports produced by rtpdump, which provide an application level view including packet  loss statistics, and 

· the output of mtrace, which gives an IP level view, showing routing and link loss  rates.

Packet traces and RTCP reception report data provide an overview of the quality of a conference, giving summary data for all sites. Together with subjective quality assessment, this may help to further our understanding of the network quality required for certain tasks to be performed. Furthermore, a comprehensive collection of packet traces and summary routing information would be useful 

· to assess the performance of the network

· to design new transport protocols, and

· to gauge the suitability of existing conferencing tools to the observed network conditions.  

Some work has been conducted in this area [9-11], but this is in its early stages, and further investigation is desirable. 

4 Monitoring and Analysis Undertaken

It is of primary importance for the success of IP multicast conferencing that the multicast infrastructure within SuperJANET is as problem-free as possible. The situation at the start of the PIPVIC project was such that there were a number of problems with the network configuration, which resulted in large amounts of packet loss during nation-wide conferences. The major aim of the network monitoring activity to be undertaken by the PIPVIC project was, therefore, to locate network problems, and to work with the SuperJANET operations staff to correct them.

To this end, it was proposed to conduct a programme of application-level network monitoring during all structured activities carried out by PIPVIC (teaching sessions, weekly seminars and project management meetings). If problems were noticed during a session, the first course of action was to locally monitor the processor performance of the workstation, to see if the loss is caused by overload at this point. If this was not the case, the packet loss was investigated at the network level, and a report on the likely cause and location of the problem submitted to the network operations staff. This report took the form of sample output from mtrace to indicate the location of the problem, together with comments describing the duration and severity of the fault. 

In practise, the network monitoring undertaken during the project was less formalised than the above description, but followed the same basic pattern. Once problems were detected, the mtrace utility proved a remarkably effective tool for locating the fault, and with the help of the SuperJANET operations staff, the incidence of network problems declined greatly during the course of the project. This monitoring is described in detail in deliverable D1.

Whilst mtrace was our primary means of diagnosing network problems, there are a number of problems with mtrace itself, and with the implementation of the multicast traceroute protocol in various routers, which have affected our ability to effectively locate problems. In particular:

· The results from a single mtrace tend to suffer from significant sampling error. If a looping mtrace is performed, to derive average loss rate data, then the results become more stable, but this takes a long time to perform.

· Some versions of mtrace, and some multicast router code, provide incorrect packet counts in certain cases. Care must be taken to ensure that this information is not mis-interpreted.

· Packet duplication as reported by mtrace is typically spurious, but no clear way exists to double check.

· In many cases multicast and unicast network topologies are not aligned. The output of mtrace does not distinguish between native multicast links and tunnels, making it difficult to match multicast losses with any underlying unicast connectivity problems.

· The multicast traceroute protocol does not distinguish between packets dropped as a result of congestion, and those dropped as a result of reaching a configured rate limit.

· In order to perform meaningful analysis of the results of mtrace, traffic must be flowing when the trace is taken. This limits the times at which monitoring can take place to those when a session is ongoing. If problems are detected it is vital that network monitoring takes place to determine the cause of the fault. However, users typically abandon a session at this point, making fault tracing difficult.

In many cases these problems may be resolved by combining the use of mtrace with direct router interrogation using mrinfo to determine the network topology (eg: to determine if multicast traffic is carried natively or tunnelled). If these functions could be combined, monitoring would become significantly easier.

We also proposed to make selective use of the SNMP (Simple Network Management Protocol) tools mconfig and mstat to monitor the state of SuperJANET core multicast routers. We did not propose to methodically monitor all the multicast routers, since supplying the statistics creates additional load on the routers themselves, rather we proposed to use these tools to observe suspected problem areas when packet loss was reported.

In practise, we made very limited use of these tools, since mtrace proved such an effective means of locating problems, and because a number of partner sites were running multicast routing software which does not support SNMP monitoring. 

A significant limitation of the mtrace utility is that it cannot distinguish between packets dropped because of network congestion and those dropped because a tunnel rate limit has been exceeded. This is an important distinction, since rate limits are manually configured and do not necessarily reflect the available capacity on a network link. The multicast traceroute protocol does not provide the necessary information to distinguish these events, but the multicast routing MIB (Management Information Base) does, allowing SNMP monitoring tools to be used in this case. During the course of the PIPVIC project this was the main use of the SNMP based monitoring tools.

At the start of the project, it was noted that the large-scale collection of detailed packet traces or continuous routing table metrics for post-session analysis was not feasible, since the expertise necessary to collect and analyse that data does not exist. It was, however, proposed to collect such data for a small number of sessions, and explore possible means of analysis in parallel with observations and user quality reports.

In the course of the project an attempt was made to collect packet traces of a number of activities, using a modified version of the standard rtpdump utility. This program, crtpdump, corrects a number of bugs in the standard rtpdump and writes its output in a format which is simpler to parse by another script. The collected data, totalling around 350 Mbytes from 8 sessions, was then parsed to produce objective packet loss graphs, derived from RTCP reception report data. The results of this analysis are provided in deliverable D1, and provide a very clear record of the reception quality for all sites in a conference. In particular, they allow for identification of

· tool crashes and restarts, since the RTP source identifier for a participant changes when a tool is restarted,

· multicast router crashes, since this will result in the loss of reception report packets from all sites behind that router,

· detection, and some localisation, of packet loss,

· problems with particular workstations; for example if a single participant is reporting high loss rates when others on the same network segment are not.

The limited post-session analysis performed during the project uncovered a number of network faults which were not detected during the sessions. It is, therefore, clear that such monitoring is of considerable value. The major limitation with this technique is its reliance of storing RTCP packets for later analysis: it is not currently possible to visualise the reception report data in real-time. We recommend that such tools be developed in future, since this would greatly enhance the usefulness of this information.

5 Conclusions

There have been two main aspects to the network monitoring performed during the small-scale pilot: fault detection and fault location. The use of application level monitoring, using the information provided by the media tools themselves and utilities such as rtpmon, has proved extremely successful in detecting the presence of network faults. 

Follow-on fault tracing using, primarily, mtrace and mrinfo has also been a success. In the majority of cases, it has been possible to determine the router or link which is causing problems, although it has not always been possible to determine the reason for those problems. 

Unfortunately, such successful fault diagnosis has proven extremely taxing in terms of manpower, needing expert knowledge to interpret the information provided by the debugging tools.  Furthermore, it has to be carried out in real time: successful diagnosis is typically only possible during a session, so co-operation between users and technical support staff is of prime importance.

It is clear that, in order to maintain a stable IP multicast service on SuperJANET, it will be necessary to instigate a pro-active program of network monitoring. This could be achieved in several ways:

1. The multicast router infrastructure could be upgraded to support SNMP monitoring, enabling integration with standard network monitoring tools. This would enable the packet loss rates, as reported by the routers, to be monitored with relative ease, leading to simple detection of problems.

2. Software could be written to listen to SAP (Session Announcement Protocol) announcements [12] and monitor RTCP reception reports for those sessions. This could allow easy visualisation of the overall packet loss rates during a session. It would not, however, allow for tracing of faults without manual intervention.

3. The current practise of users reporting faults, which are then traced manually could continue. This is very labour intensive, and does not lead to efficient fault reporting.

It is our belief that options 1 and 2 should be pursued. The current approach (option 3) is only viable if videoconference participants are capable of tracing faults themselves, or have extensive technical support during conferences. This is clearly not a feasible long-term solution. 

Glossary

ACN Advisory Committee on Networking

ATM Asynchronous Transfer Mode.

CODEC CODer/dECoder. A hardware or software processor converting between analogue audio or video and the digital format used for transmission, in both directions. The term is also used to describe the major hardware component of a videoconferencing system.

Ethernet Hub A point at which more than one machine can connect to an ethernet.

FDDI Ring Fibre Distributed Data Interface Ring.

Frame grabber A device which captures video one frame at a time from an analogue video source.

Full Duplex Enables audio input and output to function at the same time.

Graphics Tablet a device for allowing input using a pen rather than a mouse.

H.261xe "H.261" ITU-T recommendation for video encoding in narrowband audiovisual systems.

HEI Higher education institution.

IETF Internet Engineering Task Force

IP Internet Protocol.

IP videoconferencingxe "IP videoconferencing" A techniques for using videoconferencing over an IP network either point to point or multicast (point to multipoint).  See also Mbonexe "Mbone".

ISDN Integrated Services Digital Network.

Italia2000 is a project which produces multimedia teaching materials for Italian; the first package will be published in a few months.  See http://www.Italia2000.abre ac.uk/ for further information.

ITU International Telecommunications Union.

ITU-T The ITU branch concerned with international standardization of telecommunications.

JANET Joint Academic Network.

JISC Joint Information Systems Committee of the Higher Education Funding Councils for England, Scotland and Wales, and the Department of Education for Northern Ireland.

LAN Local Area Network.

Lecture mode An optimisation for one-way transmission which increases the delay on the playout of the media in order to minimise the loss of data in the network.

MAN Metropolitan Area Network.

Mbonexe "Mbone" Multicast-capable backbone of the Internet.  It consists of a network of tunnels linking the islands of multicast-capable sub-networks around the world.

Multicasting is sending audio, video etc.  on the Internet in way which ensures that anybody who is interested in receiving the information, can receive it, but only people who are interested will receive it.  Think of it as being in between unicast (like most telephone calls - between two telephones only) and broadcast (TV - the signals are sent to you whether you want to watch or not).

Mediaboard is a shared workspace tool.  

MIB Management Information Base

MPEG (Moving picture experts group) is the name of the family of standards used for coding audio-visual information in a digital compressed format.

Mtrace An application for tracing the path from a source to a receiver.

Network congestion occurs when more traffic is sent through the network than the network can handle, causing packets to be lost.

NTE (Network Text Editor) is a SHRIMP shared workspace tool.  

Push-to-talk means that a videoconference participant uses the mouse to mute his or her microphone when he or she is not talking, and un-mutes it when he or she is talking.  Push-to-talk is used to avoid transmission of background noise when not talking or to avoid feedback which occurs if using speakers (as opposed to headphones) without echo cancellation.  

QoS Quality of service.  

RAT Robust Audio Tool, an enhanced MBONE audio tool included in the SHRIMP package.

Receive-only A condition where a tool is used to receive, but cannot transmit.

Redundant audio encoding A technique to protect against packet loss where a second, low band-width version of the original encoding is piggy-backed onto the preceding packet so that, when single packets are lost, the redundant version is played back instead of silence.

ReLaTe (Remote Language Teaching) is a joint project between Exeter University and University College London.  See http://www.ex.ac.uk/pallas/relate.

Router send network packets through the network, based on their IP addresses.

RTP Real-time Transmission Protocol. The transport protocol standard promulgated by the IETF (qv) for the transmission of real-time traffic over the Internet.

RTCP Real-time Transmission Control Protocol.

SAP Session Announcement Protocol

SDR Multicast Directory Tool is a SHRIMP conference management tool.  

SGI Silicon Graphics Indy workstations.

SHRIMP SHRink-wrapping Internet Multicast Packages, is a project preceding PIPVIC which provided install scripts and user documentation for a selection of multicast videoconferencing tools.  See http://www.ja.net/video/service-developments/shrimp/ .

Silence suppression prevents periods of silence within a conversation to be transmitted, reducing network traffic.

SNMP Simple Network Management Protocol.

TCP Transmission Control Protocol.

T-120 ITU-T recommendation specifying protocols for data transmission in multimedia systems.

UDP User Datagram Protocol

UKERNA The United Kingdom Education and Research Networking Association.

Unicast see multicast.
VIC is the SHRIMP video tool.  

WB Whiteboard is SHRIMP shared workspace tool.

WBD is a shared workspace tool, in effect a WB clone, but less stable.  

Whiteboard is the same as WB.
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