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1 
Introduction

This report documents the technical aspects of the pilot of IP (Internet Protocol) Videoconferencing conducted under the PIPVIC project. 

The aim of the PIPVIC project is to understand potential issues involved in running a large-scale IP multicast videoconferencing service. To this end, a series of structured activities (teaching, research and administration) using IP multicast videoconferencing tools conforming to IETF standards [7]  has been conducted, between 6 UK Higher Education Institutions (HEIs):

· University College London

· University of Exeter

· University of Essex

· University of Wales at Aberystwyth

· University of Westminster

· School of Slavonic and East European Studies (SSEES)

The audio, video and shared workspace videoconferencing tools used in the pilot were provided by the  SHRIMP
 project. 

The detailed aims of PIPVIC, as described in the project proposal, are:

· Pilot and assess IP multicast videoconferencing with a cross-section of users with differing requirements (other IP based videoconferencing tools will be tested as part of large scale piloting activities).

· Assess the effectiveness of IP videoconferencing tools in a collaborative working environment   

· To identify further requirements for the large-scale deployment and use of a wide-area IP videoconferencing service on JANET 

· Begin to test what happens when congestion occurs within a service network environment and to evaluate the effects of congestion on videoconferencing applications within a service network environment (this aspect will be fully tested as part of the large scale piloting activities) 

· Begin to determine the scalability of IP videoconferencing on JANET (this aspect will be fully tested as part of the large scale piloting activities) 

This report – PIPVIC Deliverable D1 – describes the technical aspects of the pilot. It documents in detail the hardware and software used by the PIPVIC partner sites during structured activities.  Furthermore, it documents the internal and external network connectivity of the sites, and gives details of the network performance which was experienced during the PIPVIC activities and addresses the problems which were encountered using the UK Mbone service during the trial.  Finally, it reports on the subjective assessments of the audio and video quality experienced by the users whilst performing the teaching, research and administrative tasks
 via videoconferencing. 

Other relevant readings about the the PIPVIC project are:

· Deliverable D0, Collection and analysis of Mbone traffic statistics V1 [1]. This document explains the status of network monitoring tools and methods at the beginning of the PIPVIC project, and provides a plan for collecting and analysing network traffic stastistics during the project. 

· Deliverable D1, Technical Description of the PIPVIC Pilot (current document). This document reports on the technical aspects of the pilot, i.e. description of hardware platforms and analysis of network performance. The document also assesses the the effect of network congestion on the useability of the videoconferencing tools. 

· Deliverable D2, The Effectiveness of IP Videoconferencing for Teaching, Research and Administrative Collaboration [2]. This document reports on the effects, both beneficial and disadvantageous, on videoconferencing for the applications and its users, the qualitative aspects of the audio and video and any usability issues concerning the videoconferencing tools. 
· Deliverable D4, Collection and Analysis of Mbone Traffic Statistics, V2 [2]. This is a revised version of D0 [1], based on the experiences gained from the project. 

· Piloting IP Multicast Conferencing of SuperJANET: The PIPVIC Project [4] is a paper on the PIPVIC project, presented at Networkshop 26 in Aberdeen. 

This deliverable is submitted for agreement by UKERNA. The primary audience of this document is therefore UKERNA staff in charge of the project, but the intended audience is anyone in the UK Higher Education Community interested in videoconferencing. 
2 Description of Sites

2.1 Introduction

Between the 6 PIPVIC partner sites, a wide range of hardware platforms were used for the structured activities (see Deliverable D2 for a detailed description and assessment of the structured activities[2]). This section documents the hardware and software used, and internal and external network connectivity of each site. 

2.2 Description of Sites

2.2.1 UCL

UCL was the lead site in the PIPVIC project, responsible for most technical activities
 and co-ordination of structured activities.  A large number of staff at UCL-CS contributed to the pilot and many other projects allowed use of existing equipment. 

2.2.1.1 Hardware

A number of different products were tested to determine which best suited the PIPVIC video conferencing tools. Ultimately the following were deployed the most:-  

· Matrox Millenium 24bit, 2 MB memory graphics card.  This performed very well for 2D graphics and gave good resolutions and palette combinations. 

· Hauppauge Win/TV primio frame grabber.  This is the cheapest and best frame grabber that we have found.  It allows input from any video source (including a standard video recorder) and can achieve frame rates of up to the maximum of 25 fps.

· Wacom graphics tablet.  Various sizes of this graphics tablet were tested from A6 to A4 equivalent paper sizes but the A5 was found to be the best compromise

· Audio card
There were numerous problems with PC audio cards. Many cards claimed to support full-duplex operation (which is required for the audio tool, RAT), but in fact they either have significant input-output cross talk, or different sample sizes (e.g.: 8 bit input, 16 bit output), or numerous other problems. 

Many of the PCs came with standard SoundBlaster 16 or AWE32 cards.  All of the Soundblasters limited the ultimate sound quality by having different input and output sample sizes. This either limited the transmission, or reception quality, depending on how the driver was written/configured. There was considerable distortion on the playout of the Soundblaster-16 cards and this made them nearly unusable. Other cards that were tested in the project included:

· Diamond Monster Sound 3D.  This card performed very well. There was absolutely no cross talk and it had a very low Signal to Noise Ratio. It became the recommended card 

· TurtleBeach Daytona PCI also worked well.  A qualitative observation was that this card was marginally more noisy than the Monster Sound 3D. It also had a higher resistance on the microphone input, so an amplified microphone was required when using the card

· Ensoniq AudioPCI worked but there was noticeable distortion in full-duplex mode. However, this card does cost 1/5 the price of the Diamond Monster Sound and Daytona PCI cards

· OPTI-931-based soundcards, such as the Typhoon Sound System, worked but with the occasional glitch due to the hardware occasionally failing to generate interrupts at the correct times. The OPTI-931 based cards that were tested were found to be noisy during full duplex operation and in some cases there was considerable degree of cross talk

The PC’s used in the project conformed to the following specifications:-

“Calvin”:

· HP Vectra, 200 MHz processor, 48Mb RAM, Windows 95

· 21" ViewSonic Colour Monitor

· Matrox Millenium II 24bit, 2 Mb memory Graphics Card

· Diamond Monster Sound 3D.

· Hauppage Win/TV NICAM Stereo

· PAL video Camera.

· A4 size Wacom graphics tablet.

“Pinky”:

· HP Vectra, 200 MHz processor, 32Mb RAM , Windows 95

· 21" ViewSonic Colour Monitor

· Matrox Millenium II 24bit, 2 Mb memory Graphics Card

· Turtle Beach Daytona Wave Table Sound Card

· Hauppage Win/TV NICAM Stereo

· PAL video Camera.

· A4 size Wacom graphics tablet.

“Tiger”:

· HP Vectra, 166 MHz processor, 48Mb RAM , Windows 95

· 17" ViewSonic Colour Monitor

· Matrox Millenium II 24bit, 2 Mb memory Graphics Card

· Diamond Monster Sound 3D.

· Haupage Win/TV NICAM Stereo

· PAL video Camera.

“Shaggy”:

· Custom built, 400 MHz processor, 64Mb RAM , Windows 95

· 17" ViewSonic Colour Monitor

· Stealth Display Adaptor

· Diamond Monster Sound 3D.

Language Centre

· Custom Built, 233 MHz processor, 32Mb RAM , Windows 95

· 17" ViewSonic Colour Monitor

· Matrox Millenium II 24bit, 2 Mb memory Graphics Card

· Turtle Beach Daytona Wave Table Sound Card

· Haupage Win/TV NICAM Stereo

· PAL video Camera.

· A5 size Wacom graphics tablet.

In addition to PCs, a number of Unix and Silicon Graphics Indy workstations at UCL were used for meetings, teaching, seminars and for making digital recordings of the sessions:

“Muridae”/”Merci”:

· SPARCstation 20, 50MHz Dual Processor, 64MB RAM

· SunVideo framegrabber and standard Sun audio hardware.

· PAL video Camera.

Additional machines used for meetings and for making digital recordings of structured activities:

“Eucharisto”:

· SPARC Ultra2, 300MHz Processor, 128MB RAM

· SunVideo framegrabber and standard Sun audio hardware

· PAL video Camera.

“Mighty”:

· SPARC 5, running Solaris 5.5.1

· SunVideo framegrabber and standard Sun audio hardware

· PAL video Camera.

“Pygmalion”:

· SGI workstation, 200MHz Processor, 32 MB RAM, running 

· Equipped with standard SGI audio and video hardware.

· PAL video Camera.

For displaying videotapes as a teaching aid, a VCR was connected to the framegrabber of a machine other than the tutor’s and the image was broadcast on the VIC session address.

2.2.1.2 Software

The PCs were running with Windows 95osr2.  Due to a bug in the network code, earlier versions of Windows 95 cannot be used.  The SHRIMP versions of the Mbone video conferencing tools were installed: VIC (VIdeo Conferencing Tool), RAT (Robust Audio Tool), WBD (WhiteBoarD Tool), NTE (Network Text Editor) and SDR (Session DiRectory Tool). It was found later on in the trials that WBD would crash whilst importing PostScript files, so an alternative whiteboard, MediaBoard, was used. 

2.2.1.3 Local network settings

Please see section 2.3.1.

2.2.2 University of Westminster

2.2.2.1 Hardware

For the seminar given from Westminster a machine with the following specifications was used:

· SGI R4600PC, 133MHz, 24bit Display, 64MB RAM, 1G disk running IRIX 6.2. 

For all other structured activities, the following PC was used:

· Dell 266MHz Pentium II running Windows '95, 64M RAM

· Connectix parallel colour camera

· Yamaha OPL3 sound card

2.2.2.2 Software

As 2.2.1.2. 

2.2.2.3 Local network settings

Westminster connects to JANET via an 8 Mbit/s link to the London MAN via Imperial College. This link is currently not fully utilised.  The Mbone arrives at Westminster via a tunnel from the mrouter at University of London Computer Centre (ULCC), which terminates on the machine titanic.wmin.ac.uk on the Harrow campus and is connected to the central network via a 8Mbit/s link.  This link is also currently not fully utilised.  Titanic multicasts traffic on the local campus network. A filter is implemented within local switching equipment in order to limit the multicast traffic to one area of the network.

Internal connectivity in the Harrow Campus uses an FDDI (Fibre Distributed Data Interface) ring connected to dedicated and shared 10M Ethernet Hubs which provide links to the desktop.
Local network hubs are 3COM LinkBuilder FMS type ETH. The hub connected to the PC appeared to become overloaded, where as the SGI hub has less shared Ethernet connections and did not get overloaded.

2.2.3 SSEES

2.2.3.1 Hardware

PC (A) - for Polish teaching

· Carrera Power Pro II 233MHz Pentium II, 32 MB RAM, Windows 95

· 17" LG Studioworks Monitor 77i 

· Matrox Millenium II 24bit, 4 Mb memory Graphics Card

· Turtle Beach Daytona Wave Table Sound Card

· Haupage Win/TV NICAM Stereo

· Pantech Colour PC camera P521-I

PC (B) - for Social Science seminars

· Carrera Power Pro II 233MHz Pentium II, 32 MB RAM, Windows 95

· Matrox Millenium II 24bit, 4 Mb memory Graphics Card

· Hauppage Win/TV NICAM Stereo

· Turtle Beach Daytona Wave Table Sound Card

· Pantech Colour PC camera P521-I

2.2.3.2 Software

As 2.2.1.2, Shared Workspace for the Polish sessions: WWB, with Ghostscript for importing  postscript files: v 5.1, for the 'Post-Communist' lecture series: Mediaboard 

2.2.3.3 Local network settings

See section 2.3.1.

2.2.4 University of Essex

Two existing PCs (denoted as A and B below) were used at Essex for videoconferencing during the period January - March '98.  From April onwards, three new dedicated PCs (denoted as C, D and E) were used in a specially-equipped room, which also contained a Unix machine (for network monitoring).

2.2.4.1 Hardware

PC(A):

· Viglen Genie PCI; 133 MHz Pentium, 32 Mbits RAM, Windows 95

· 17"  Iiyama Vision Master-17 monitor

· Creative Labs Soundblaster 16 PnP

· Yoga EditMike EM184 headset

· Hauppauge Win/TV PCI

· Hauppauge PAL video camera
 

· Sigma Designs REALmagic Maxima MPEG decoder  

PC(B):

· Viglen Genie PCI, 166 MHz Pentium, 32Mbits RAM, Windows 95

· 17" Panasonic PanaSync 5Monitor 

· Yamaha OPL3-SAYoga EditMike EM184 headset

· Hauppauge Win/TV PCI

· Hauppauge PAL video camera

· Sigma Designs REALmagic Maxima MPEG decoder 

 PC’s C,D,E:

· Viglen Genie Pentium P2 at 233 MHz, Windows 95

· Idek 17" colour monitor plus speakers

· Matrox Millenium II 24bit, 4 Mb memory Graphics Card

· Diamond Monster 3D Sound  card

· Yoga EditMike EM184 headset

· Hauppauge Win/TV PCI; Goldstar 

· LVC-M-100NP PAL video camera

2.2.4.2 Software

As 2.2.1.2, Whiteboard for the Polish sessions: WBD, with Ghostscript for importing postscript files; for the 'Post-Communist'  sessions: Mediaboard v.5.0a10. 

The versions of the SHRIMP software in use at Essex were frequently updated (almost weekly) throughout the PIPVIC project, so as to track the bug-fixes and enhancements implemented by the software team at UCL.  For reference, the Polish course was held during the period 4th February to 11th March; the 'Aspects of the post-communist transition' course (formerly known as 'Human Rights') was run between 24th February and 28th April. 

2.2.4.3 Local network settings

The PCs described in section 2.2.4.1 are all connected by a 10 Mbit/s.  LAN (Local Area Network) to a 100 Mbit/s. FDDI spine to the Essex campus Gigaswitch, and thence via a 3com NETbuilder II router to 10/34 Mbit/s SuperJANET.  The present Essex campus Mbone router is a Sun SPARC ELC on a different 10 Mbit/s. LAN, connected to a different FDDI spine and thence to the same campus Gigaswitch.  Within the next few months it is planned to upgrade the network as follows: PC(C), PC(D) and PC(E) will be connected  via a 100 Mbit/s. LAN and local Sun Ultra Mbone router to the FDDI spine and thence  to a new Sun campus Mbone router - (i.e. future Essex Mbone routers will form a tree  structure). 

2.2.5 University of Exeter

2.2.5.1 Hardware

The following description indicates individual machine specifications which were used for the different PIPVIC activities:

French for Lawyers

· Indy R4400 (200mhz), 64MB memory

· 24 bit graphics card 

· Vino digital video board + IndyCam

· Canford DMH-220 headsets

Spanish for Lawyers and Italian: as above, but with analogue video + Hauppauge PAL camera.

Early trials in each group also used 

· Pentium Pro 200, 64MB

· Gravis Ultrasound 8MB

· Hauppauge WinTV/pci

· Canford DMH-220 or Sennheiser HDM-25 + preamp

Other soundcards tried include Creative Soundblaster 16, Vibra16, AWE64; OPTi 82C931; ESS 688 Audiodrive.

Hewlett-Packard Scanjet 5p for preparing materials.
2.2.5.2 Software

As 2.2.1.2

Integrated interface (Spanish, Italian): VIC 2.8 (with ReLaTe interface); other tools as above, integrated interface script updated at Exeter.

2.2.5.3 Local network settings

The workstations and PCs described are connected to the 10Mbit/s building Ethernet  (10base2) to the campus backbone, which provides a dedicated 10Mbit/s link via ATM  (Asynchronous Transfer Mode) back to the Exeter University computing centre. The Mbone router runs on a Sun within this  computing centre, and the switch to the 'outside world'  is also within this  building. Internal connectivity within the centre changes continually, but is  generally via dedicated ATM circuits or fast Ethernet lines which are rarely  loaded to capacity. 

It was planned to connect the Indy workstations to the computing centre via  dedicated ATM links (avoiding the building Ethernet), but problems upgrading  the Indy's OS version prevented the ATM hardware/software from connecting -  this will be resolved in the future.

2.2.6 University of Wales at Aberystwyth

A range of combinations of equipment was used at Aberystwyth at various stages of the PIPVIC project. An attempt was made to use both PC and Sun-based equipment in both a lecture room situation as well as desktop use.

2.2.6.1  Hardware
Workstations:

· Sun Ultra 1 Creator ("moin"), 24 bit display

· SunVideo framegrabber and standard Sun audio hardware.

This has a 100 Mbit/s ethernet interface which connected to a Bay Networks 350T ethernet switch (known as Foghorn), more on the network arrangement is contained in section 2.2.6.3.

· Sun SPARCStation 4, 8 bit display

· SunVideo framegrabber and standard Sun audio hardware. 

This has a 10 Mbit/s ethernet interface which connected to a thin ethernet shared by other machines, but typically very quiet. This segment connected to a 3Com Ethernet switch, more information on the network arrangement is contained in section 2.2.6.3. This machine is normally located in the Digital Systems Laboratory.

· Sun SPARCStation 4, 8 bit display

· Standard Sun audio hardware, no video framegrabber

This has a 10 Mbit/s ethernet interface which connected to a Bay Networks 350T ethernet switch more on the network arrangement is contained in section 2.2.6.3. This machine is located in the Systems Support Office.

PCs

· Pentium 133MHz

· 24 bit graphics display

· Creative Labs RT300 video capture card

· Sun Camera I

This machine has a 10 Mbit/s ethernet interface which connected to the same thin ethernet mentioned above. This machine is normally located in the Digital Systems Laboratory.

· Pentium 100MHz

· 24 bit display adapter

· Hauppauge Win/TV PCI video capture card

· Sun Camera

This machine has a 100 Mbit/s ethernet card which connects to a Bay Networks 350T ethernet switch.

2.2.6.2 Software
The Suns ran with SDR v2.3a1 as a session directory tool, RAT v3.0.24pre2 as an audio tool (an earlier version was used briefly at the beginning of PIPVIC), VIC v2.8 as a video tool, LBL WB 1.60 as a whiteboard and UCL Network Text Editor V1.5a23.

The PCs used (mostly) the initial beta release of the SHRIMP tool set. The machine itemised as 5 above only operated with the initial tool set plus some minor enhancements. At the time of writing this document, machine 5 had not been loaded with the "newer" generation of RAT and VIC which have become available during April and May.

The PC itemised as 3 above has had an early version of the "new generation" or RAT and VIC loaded and the result was quite astonishing. The improvement in usability is enormous.

2.2.6.3 Local network settings
The machines in use at Aberystwyth are attached to various "Class C" networks around the campus. The campus backbone is a "Class B" network. The Aberystwyth network combines both routed and switched components, ethernet switching technology typically being used within the IP networks. An overall diagram of the interconnectivity is shown in Figure 1:

[image: image2.wmf]Title:

talk_2

Creator:

Tgif-2.14-p11 by William Chia-Wei Cheng (william@cs.UCLA.edu)

Preview:

This EPS picture was not saved

with a preview included in it.

Comment:

This EPS picture will print to a

PostScript printer, but not to

other types of printers.


Figure 1: Local Network Settings – Unicast Connectivity, Aberystwyth.

The machine gw.aber.ac.uk is the main campus router which connects via a 8 Mbit/s leased line, gaining connectivity to the rest of JANET at Cardiff. The main campus backbone is (largely) a switched ethernet, in so far as it affected the project,  and we are concerned with the machines "gw", "dir", "llsrv1", "trollope" and "spaghetti". Of these, llsrv1 and spaghetti provide unicast IP routing into the European Languages area and into Computer Science.

The multicast backbone (Mbone) within Aberystwyth is provided by "dir", which is the main campus multicast router, "abulaf", which is the European Languages multicast router and "trollope" which is the Computer Science multicast router. "dir" and "trollope" can directly communicate via the campus backbone switch ethernet, whereas, "dir" and "abulaf" communicate via an intermediate unicast router "llsrv1". "trollope" currently provides multicast connectivity to three internal computer science Class B networks, each individually being switch ethernets, mostly at 100 Mbit/s. "abulaf" provides connectivity to European Languages, that network also being 100Mbit/s. The multicast connectivity is featured in Figure 2.
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Figure 2: Local Network Settings, Multicast Connectivity, Aberystwyth.

2.3 Outside Connectivity

2.3.1 UCL

Multicast connectivity between University College London and the other SuperJANET sites is by means of a tunnel between the central UCL multicast router (mrouter.ucl.ac.uk) and ULCC (noc2.ulcc.ja.net), which runs over the London MAN. Three multicast tunnels traverse the college FDDI ring from mrouter.ucl.ac.uk to SSEES, the UCL Language Centre and the UCL Computer Science Department. 

The PIPVIC project involved computers on two sub-networks in the Department of Computer Science at University College London. These sub-networks are the main departmental network and the MICE (Multimedia Integrated Conferencing for Europe) network, a separate network used primarily for research purposes. 

Routing on the main network is relatively simple. Unicast traffic is routed via a Cisco router onto a stub-ethernet, and hence via the router named cisco-pb onto the college FDDI backbone. Multicast routing is handled by laphroaig, a Sun 4/75 running mrouted-3.9b1 which tunnels traffic over a separate ethernet segment to the Cisco router, and out over the college FDDI backbone to mrouter.ucl.ac.uk. The use of a separate transit ethernet for multicast ensures that the main network sees only one copy of each multicast packet (i.e.: no tunnels run over the main network). This is needed to reduce congestion, since the main network is currently somewhat overloaded.

Unicast routing from the MICE network is via the Cisco router. Multicast routing is handled by ess3, a Sun SPARCStation 4 running mrouted-3.9b1. A multicast tunnel runs from ess3 to laphroaig via the ATM to the Cisco router and the multicast transit ethernet. The tunnel uses the local ATM link in order to reduce the amount of traffic running on the ethernet and thus prevent local loss (see Figure 3 for further details). This is the standard route by which multicast traffic sourced from the MICE network reaches other sites on SuperJANET. 

Note that laphroaig and the Cisco router have unicast connections to both the MICE and main networks, but do not forward multicast traffic between them.

An additional tunnel runs over an ATM link from ess3 to CAIRN, a PC running the FreeBSD operating system and mrouted-3.9b1. From there, a 2Mbps ATM link runs to the DARPA funded CAIRN research network, via ISI-East in Washington DC.  The CAIRN network runs native multicast.

It is desired that multicast traffic sourced on the MICE network can reach both the CAIRN and SuperJANET. However, usage policies for those networks are such that they must remain disjointed: it is not permitted to transit multicast traffic from SuperJANET onto the CAIRN. This is the reason for the somewhat convoluted multicast routing within the department: it allows use of the route-filtering feature present in mrouted-3.9 to control traffic distribution. It is not expected that a set-up of this form will be typical.

Following is a diagram outlining the network connectivity for the Department of Computer Science, The Language Centre and the School of Slavonic and East European Studies:
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Figure 3: Outside Connectivity, UCL and SSEES

2.3.2 University of Westminster

Westminster connects to JANET via an 8 Mbit/s link to the London MAN (Metropolitan Area Network) via Imperial College. This link is currently not fully utilised

The Multicast Backbone (Mbone) arrives at Westminster by means of a tunnel from the mrouter at University of London Computer Centre which terminates on the machine titanic.wmin.ac.uk on the Harrow campus which is connected to the central network via a 8Mbit/s link.  This link is also currently not fully utilised

Titanic multicasts traffic on the local campus network. A filter is implemented within local switching equipment in order to limit the multicast traffic to one area of the network

2.3.3 SSEES

See figure 3

2.3.4 University of Essex

See section 2.2.4.3
2.3.5 University of Exeter

Exeter initially connected to the JANET network via an SMDS connection at 10Mb/s which also servers the HE institutions of Dartington College, Falmouth College of Arts and the college of St Mark and St John in Plymouth. At the end of March the SMDS link was replaced by a 34Mb ATM connection to SuperJanet III (limited to 10Mb/s on transmit). This link is additionally used by the University of Plymouth.

Neither the SMDS link nor the ATM experience congestion. 

The Multicast Backbone (Mbone) arrives at Exeter by means of a tunnel from the mrouter at Bath (noc.bath.ja.net) which terminates on the machine xsgml.ex.ac.uk. This then forwards multicast traffic directly on the switched class B un-subnetted network in Exeter without any further routing.

2.3.6 University of Wales at Aberystwyth

Aberystwyth connects to the JANET network via an 8 Mbit/s full duplex leased line to Cardiff. As well as servicing Aberystwyth, this leased link also serves various sites of the Welsh FENet project (Coleg Ceredigion, Coleg Meirion-Dwyfor, Coleg Powys), The National Library of Wales and Penglais School Aberystwyth. This link does not experience congestion.

The Multicast Backbone (Mbone) arrives at Aberystwyth by means of a tunnel from the mrouter at Bath (noc.bath.ja.net) which terminates on the machine dir.aber.ac.uk. "dir" then forwards multicast traffic on internal tunnels as documented in 2.2.6.3 above.

2.3.7 Assessment of UK Mbone performance during pilot

The UK Mbone normally connected end-sites with a bandwidth limit set at 500 Kbit/s. However, to support the work of the PIPVIC project, UKERNA requested JANET operations to increase the limit on the tunnels to the PIPVIC sites to 2000 Kbit/s. This work was conducted as JOD ticket number1109 mostly on 24th February 1998. Some initial teething problems led to an incorrect list of sites being modified, but this problem was quickly resolved. The early work of PIPVIC thus took place over lower speed links, but all later work over the links with higher bandwidth settings.

Starting from the West of Britain, both Aberystwyth and Exeter are fed via tunnels which connect from sites routers up to machine at Bath, namely noc.bath.ja.net. That machine serves various sites, but as far as we are concerned, its main role is to provide connectivity onwards to a machine at Rutherford known as Mbone.rl.ja.net. The tunnel between Bath and Rutherford has a bandwidth setting of 2000 Kbit/s.

The machine at Rutherford provides local connectivity and also provides tunnels to both London (to Mbone.ulcc.ja.net) and to Manchester (Mbone.mcc.ja.net). Both these links have a bandwidth setting at 2000 Kbit/s and both have relevance to PIPVIC. Due to congestion of the "normal" route from ULCC to RL, the UK Mbone was re-configured to route such traffic via mcc (by altering tunnel metrics). The re-route occurred in the second two weeks of February and lasted until the new SJIII links were commissioned when it reverted back to the ULCC <-> RL.

The machine (Mbone.ulcc.ja.net) has local network interconnectivity with other mrouters located at ULCC as well as providing the continental links and the link to Telehouse. The tunnel to Telehouse (noc.thouse.ja.net) has a bandwidth limit set to 2000 Kbit/s. Telehouse then provides the onwards link to Essex, also with a bandwidth limit set at 2000Kbit/s. This route to Essex has on occasions failed, due to failures within Telehouse.

The other two machines at ULCC of interest to us are noc.ulcc.ja.net and noc2.ulcc.ja.net. The first of these supports a 500 Kbit/s tunnel to one of the UCL machines (lea.cs.ucl.ac.uk) and the second provides a 2000 Kbit/s tunnel to a second machine at UCL (mrouter.ucl.ac.uk). At various times during PIPVIC both of these tunnels have been used.

The mrouter noc2.ulcc.ja.net also provides a link to the University of Westminster. This tunnel, bandwidth limited to 2000 Kbit/s terminates at titanic.hscs.wmin.ac.uk.

2.4 Summary and Conclusions

Between the 6 partner sites, a wide variety range of hardware platforms were used during for the pilot.  As well as a number of recently purchased, powerful machines, older existing equipment was used.  This illustrates one of the core advantages of Mbone conferencing –sites do not have to buy dedicated, specific or the same equipment to participate in conferences.  General-purpose workstations and PCs form the basis of this technology, to which audio and video hardware and conferencing software tools are added.  This means not only that existing equipment can be used or upgraded, but new equipment can be purchased to meet requirements other than conferencing.  The price for this variety and flexibility is a myriad hardware configurations, operating systems, and AV-add-ons, with virtually no two machines being exactly the same.  Subtle differences in configurations can be the cause of problems which are difficult to diagnose, and take up much time to fix – in retrospect, much time and effort in the pilot was spent on this activity.  The complexity can be reduced by documenting working configurations and known problems, but with a proliferation of suppliers and rapid development of new models, it is a continuing battle.

Initially the tools were developed on Solaris with the intention to port them to Windows95 and Linux machines.  A number of unexpected problems meant adjustments to the tools continued to be made for most of the pilot - particularly with the Windows95 version - and some of the teaching activities suffered as a result.

Porting to the Windows95 platform required that many of the existing versions of the operating system be upgraded. It was also found that, even though it is possible to run the videoconferencing tools on older machines, a faster processor made a vast difference to the A/V quality. One such example was the performance of the two original PCs at Essex (133MHz and 166MHz processor).  The tutor at SSEES noticed during the Polish language trials that the student on the faster machine was taking a much more active role in the sessions. The slower machine could not cope as adequately with the streams of data coming in and as a result would drop packets of data, thus putting the participant at a disadvantage.

In addition to the problems with porting the tools to different platforms, some of the activities suffered because the requirement for technical support exceeded the expectations accounted for at the beginning of the pilot. Since the tools are research software which is distributed free of charge, and not a commercially purchased product, many of the existing internal support departments of the participating sites do not consider it part of their responsibility to install, support or maintain these tools, especially for PCs.  This responsibility is shifted to the end-users, with only the developers of the tools to turn to for support.  In cases where adjustments to the tools are required to fix a problem, this is an acceptable and beneficial collaboration.  With increasing usage, however, direct dialogue between developers and end-users cannot be sustained.  

3 Network Performance

3.1 Introduction

Section 2 contains descriptions of the local network configuration at each of the partner sites, and the network connectivity between them. In this section, we briefly discuss means by which the network performance can be measured, then report on the outcome of the monitoring conducted during the project.

3.2 Network Monitoring Methods

This section provides a brief overview of the techniques used to monitor the network performance during the project.  (For a more detailed discussion of, and rationale for, the network monitoring undertaken see Deliverable D4.) 

At the start of the project, it was proposed to conduct a programme of application-level network monitoring during all structured activities carried out by PIPVIC (teaching sessions, weekly seminars and project management meetings).  If problems were noticed during a session, the first cause of action was to locally monitor the processor performance of the workstation, to see if the loss is caused by overload here.  If this was not the case, the packet loss was investigated at the network level, and a report on the likely cause and location of the problem submitted to the network operations staff.  This report took the form of sample output from mtrace to indicate the location of the problem, together with comments describing the duration and severity of the fault.  The results of this monitoring are discussed in section 3.3.1 of this report. 

In an earlier PIPVIC Deliverable D0, it was stated that the large-scale collection of detailed packet traces or continuous routing table metrics for post-session analysis is not feasible, since the expertise necessary to collect and analyse that data does not exist.  It was, however, proposed to collect such data for a small number of sessions, and explore possible means of analysis in parallel with observations and user quality reports. 

During the course of the pilot, an attempt has been made to collect such packet traces of a number of activities.  In total, such monitoring was conducted for 8 sessions, resulting in approximately 350 Mbits of trace data.  In section 3.3.2 of this report, we provide a sample of these results, to illustrate the potential of this technique.  As discussed in that section, and in PIPVIC Deliverable D4, a number of limitations exist with the technique, which limit its usefulness for detecting and resolving network problems. For this reason, we do not present complete results here. 

3.3 Results

3.3.1 Summary of UK Mbone Performance

At the start of the pilot, SuperJANET was using SJII technology and the Mbone site access tunnels were all set at 500Kbit/s.  In the initial weeks, high loss occurred on the links from ULCC to Rutherford Labs (RL), and between UCL and ULCC. 

In our initial discussions concerning PIPVIC, we had strongly recommended to raise the rate limits for Mbone traffic between the sites.  Through the efforts of Henry Hughes at UKERNA, the rate limit between the sites was raised to 2Mbit/s, with appropriate increases in the internal Mbone core tunnels.  On February 17th, the ULCC <-> RL link was re-routed to attempt to avoid some congested SMDS JANET links.  On February 24, the site tunnels and core tunnels were increased to 2Mbit/s.  Some teething troubles occurred, but within a few days all the sites were operating at 2Mbit/s. 

Dave Price and Gary Stringer conducted some "high bandwidth" trials between Exeter and Aberystwyth on the evening of 24th February. Video and audio was exchanged up to the maximum bandwidth of the tunnels with surprising few losses. There appeared to be a loss on traffic from Aberystwyth which hovered around 5%, loss on traffic from Exeter also stayed below this figure with video data rates up to about 1Mbit/s, but increased to around 15% as we approached 2Mbit/s. This loss appeared to be associated with the Exeter <-> Bath link. 

March saw the SJII infrastructure being progressively introduced into the JANET network. 

Friday 20th March saw the failure of equipment associated with noc.thouse.ja.net which is a component of the Mbone route to Essex (and other South East academic locations).  Initial analysis by the NOSC seemed inconclusive in locating the actual nature of the failure and service was not restored until the 23rd of March, in all a failure of 78 hours 7 minutes. 

Wednesday 25th March saw a major failure of a "fibre-optic joint" occur in the BT network at Aberystwyth. This led to Aberystwyth being disconnected from JANET for about 6 hours. 

Early April saw the route from ULCC to RL being re-routed more directly, leaving out the hop via MCC which had been inserted earlier. This was made possible by the extra bandwidth being provided by SJIII. 

Overall, the two links where loss has been regularly experienced have been between ULCC and RL and ULCC and UCL. The link from Bath to Exeter has also shown some problems and we have also experienced some problems within the UCL environment. We had a particularly difficult few weeks when the machine mrouter.ucl.ac.uk would often fail without warning. The reasons for this are still being investigated, but appear to be due to an unforeseen interaction between multicast routers from different manufacturers. 

Some particular anomalous behaviour was observed on a few occasions. 

A machine at the Camborne schools of Mines (Exeter) was reacting badly to the arrival of multicast traffic and generating incorrect ICMP responses. This is a known problem with some implementations of the TCP/IP protocol stack and can often cause Mbone traffic to be lost if it is present. Fortunately, its’ occurrence is rare. 

While we had the ULCC <-> RL link re-routed via MCC, there was one particular day when we observed traffic flowing both over the new two hop route and also directly over the higher metric one step route.  The problem only seemed to exist for less than one day and was never really explained. 

We had a few occasions when mtraces grabbed from outside London (e.g. Exeter and Aberystwyth) seemed to show very high levels of loss associated with UCL. However, the Mbone applications that were running did not report equivalent loss and checks inside UCL did not match either. One possible explanation was bugs in some versions of mtrace, but again this has not been definitively explained. 

Somewhat peripherally to PIPVIC, the link from the UK Mbone to the continent and beyond was observed to fail on several occasions.  We also noted that on occasions (using mstat), that the incoming link from the continent was often full to capacity. On some occasions, it appears that most of this traffic was "flowing North" though the UK Mbone although we never fully located its final destination.  We were concerned at one point that all this traffic would be placing an increased load on the ULCC mrouters, although in fairness we did not specifically identify loss affecting us from the cause. Although not directly related to the PIPVIC project, the capacity of the external link has been a cause of concern when trying to involve users on the continent in related Mbone conferences.  

For full details of network monitoring correspondence and e-mails sent relating to faults see Appendix (Deliverable D1 – Appendix).

3.3.2 RTCP Reception Report Monitoring 

As discussed in PIPVIC Deliverable D4, there are three places at which it is possible to take loss measurements: application level, IP level and link level. This section discusses application level monitoring, using RTCP reception reports.  

The audio and video tools used in the PIPVIC are based around the IETF standard real-time transport protocol (RTP), and the associated RTP control protocol (RTCP). The control protocol, RTCP, is used to convey information about each participant to all other participants: it is, for example, the means by which the personal names displayed by the media tools are distributed.  

Each application periodically multicasts an RTCP reception report to the group.  This reception report includes, for each active sender, summary statistics for packet loss and jitter since the last report. By plotting the information contained in these reception reports, it is possible to display an overview of the network performance during a conference.  

The graphs below (see Figure 4) show the reception quality observed, at UCL, during the project meeting held on Friday 1st May 1998. There is one graph for each participant sending video during the meeting. Within each graph, there is a row for each receiver, with a coloured bar indicating the quality that receiver was reporting. This bar is green if less than 5% packet loss was observed, orange for 5-10% loss, and red when more than 10% loss occurred. Periods where no reception reports were received are white. This could mean one of two things: either the source stopped transmitting, or the reception report packets were lost.  The graphs shown in figure 4 are reduced versions of the original graphs. In order to see the names of participants and to see the colours please refer to the original graphs on URL http://www.ja.net/video/service_developments/pipvic/
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Figure 4: RTCP Reception Report Graphs for Video– See URL http://www.ja.net/video/service_developments/pipvic/  for legible version of graphs.

Analysis of these network performance graphs shows a number of interesting results: 

· It is possible to tell when a particular user is experiencing software crashes. If an RTP based application is restarted, a new source identifier number is chosen, resulting in multiple entries in these graphs. In these example results, Paul Hogan had to restart his video tool four times

· The mrouter linking UCL to the rest of the world crashed a number of times during the session. This is clearly visible, since no reception reports were received from outside UCL during this period, resulting in the clearly visible gaps to the right of the graphs

· Reception quality was generally very good, with the exception of video data coming from Dave Price in Aberystwyth. This is clearly visible on the graph, which is mostly orange, indicating that all receivers where seeing between 5% and 10% loss from that source. This probably indicates a network problem near to Aberystwyth

· There is periodic loss on the link from Westminster. Notice the white regions on the first graph, showing the reception of David Hearnshaw, and the gaps in his reception reports for other people. All receivers are showing the same pattern, indicating that the problem is near the sender. In this case, it appears that packets are not getting out of Westminster, so there is nothing for the other participants to report on

· The reception reports from Angela Sasse show consistently poor quality (all rows labelled with her name are mostly red). This occurs even for those senders within UCL, on the same logical network segment as her. The probable cause of this is that her workstation is overloaded, and is dropping packets from its input queue, hence her video tools reports loss

As can be seen this technique provides very clear evidence of network problems, although the exact problems must be traced using other means. Unfortunately, the software to produce such results works by capturing packet traces for later analysis, and cannot produce these results in real time. As is discussed in deliverable D4, it is very difficult to trace faults after a session has concluded, and hence this data is of less use than it might otherwise be. 

To conclude, monitoring of RTCP reception reports took place on a limited scale during the PIPVIC project. Whilst the results of this monitoring are interesting, limitations of the available tools mean that it cannot achieve its full potential. If better tools become available, techniques such as this will be capable of providing a good summary of the network performance during a conference, with minimal disruption and expert knowledge. 

3.4 Summary and Conclusions

At the start of the PIPVIC project the IP multicast backbone of SuperJANET was in a poor shape. The early meetings and structured activities were characterised by severe network problems, and general poor performance of the tools. There were many reasons for this, the most significant being the 512kbps rate limit on many of the backbone tunnels which proved insufficient, and congestion on certain links.   

With the raising of the tunnel rate limit to 2Mbps and the re-routing of several tunnels over the new SuperJANET III infrastructure the vast majority of the problems experienced early in the project were solved. During the latter half of the project, the network performance of the network was, in general, acceptable, with packet loss rates typically less than 5%. This is similar to the reported quality of the backbone multicast connectivity in the US and Germany, and perfectly sufficient for the conferencing tools employed to function well.   

That is not to say that all network problems disappeared during the latter half of the project. A number of faults arose, mostly local issues at the partner sites, but some problems were noted in the backbone too. The response of the SuperJANET operations staff in resolving these problems was, in general, swift and efficient.   

On occasion it was also noted that the 2Mbps rate limit applied was being exceeded, resulting in increased packet loss. This typically occurred during the weekly project management meetings, when around 15 participants were actively sending video, audio and using the shared workspace tools. It is, therefore, clear that whilst the current rate limit is enough for the activities currently taking place in the PIPVIC project, it will need to be increased if further large scale use of this technology is to take place, or if higher-quality conferencing is required.   

To summarise: the performance of the network improved dramatically during the course of the PIPVIC project. The quality observed towards the end of the project is, in general, sufficient for the intended use, although there is reason to suspect that we are nearing the limits of the current infrastructure, and that some upgrade will be needed if usage increases much beyond the current level.   

The main lesson to be learnt from the network monitoring activities undertaken during the project is the need for an active programme of monitoring to detect and trace faults. In particular, since many faults are caused by transient overload of the network, such monitoring must take place whilst a videoconference is taking place: a report of problems after a session has been completed is not typically useful.   

This highlights the limitations of the available network monitoring tools. For example, whilst mtrace and mrinfo typically provide sufficient information to detect and locate a fault, the output format is difficult to understand, and the tools cannot be automated. The use of SNMP monitoring is a potential technique by which monitoring on this level can be automated, but many sites run multicast routing software which does not support SNMP, and there is limited experience in this area. Further study of this option is desirable.   

In addition, the available application level monitoring tools are lacking in power and provide output which is somewhat difficult to interpret.  It is our belief, building on the examples shown in section 3.3.2 of this report, that such tools could be enhanced to provide output in a form which is much easier to interpret. This would enable a network administrator to monitor a session remotely, and visualise at a glance whether problems are occurring. Again, further study is desirable.   

To conclude, the network monitoring tools which are currently available are sufficient for knowledgeable staff to monitor an ongoing session, and detect and trace network problems. This is currently a difficult and error-prone task, which would benefit greatly if more advanced and easier to use monitoring tools could be developed.   The experiences of the PIPVIC project have demonstrated that IP multicast provides a workable transport mechanism for videoconferencing. If care is taken, and the network is properly maintained, the quality available is sufficient for the tasks the project set out to accomplish. The management of such a network is currently more difficult than it needs to be, due to limitations of the diagnostic tools available.  

4 User Ratings of Quality

One of the aims of this report is to ascertain whether current network technology is capable of sustaining videoconferencing of a quality which is acceptable to end users as it is the subjective perceived quality of the end user which in the end will determine whether multicast IP based videoconferencing will be widely used or not. In chapter 3 we looked at the network conditions which affected the activities in the PIPVIC project. In this chapter we look at the end users’ perception of quality. (Deliverable D2 also covers users perception of quality but also deals with how well the technology supports the user doing the tasks of teaching, admin etc.[2]). 

4.1 Introduction

There are currently three major strands of videoconferencing used within HE in the UK, one is ISDN based, another ATM and the other is IP based. ISDN based videoconferencing has many advantages, like QoS (Quality of Service), but is expensive and does not scale very well. IP based videoconferencing is cheap (there are no extra costs, once the institution is connected to SuperJANET), and it is scalable. However, IP based videoconferencing cannot guarantee QoS, as it relies on shared network resources. Furthermore, the IP based videoconferencing used in the PIPVIC project is multicast conferencing for which very few commercial tools exist. 

Thousands of people make use of IP based videoconferencing throughout the world, using whatever tools are currently freely available from research institutions, and apparently accepting varying quality of audio and video due to varying network conditions. For this technology to be more widely deployable, however, the software must be more easily available and better documented, and the network and usability issues which arise from making “serious” use of the technology on a large scale must be documented. 

Making a selection of the available software more easily accessible and better documented was achieved in the SHRIMP project. Documenting the issues which arise from making serious use of the technology is in essence the aim of the PIPVIC project. 

Because IP based videoconferencing is conducted over shared networks, packet loss is inevitable, and we need to assess the impact on packet loss on using videoconferencing for different applications. Using shared networks with limited bandwidth also restricts the amount of data that we can or want to send over the network, as a congested network is detrimental to all users, so we need to investigate the effect this has on users’ perception of quality. These issues are fairly unique to IP based videoconferencing making traditional assessment methods developed by telecommunications bodies like the International Telecommunications Union (ITU) inapplicable. 

Assessing the quality of audio and video sent over packet switched networks is non-trivial for the following reasons: 

· packet size 

· existing methods 

· network unpredictability 

· task 

Mbone packet sizes are large (20-80 ms in length) and often exceed the length of phonemes, the critical units for speech perception. When more than one packet is lost in a row, this seriously begins to affect speech intelligibility, which in turn has the largest impact on perceived speech quality. However, it is not the case that highly intelligible speech necessarily receives a correspondingly good perceived quality rating, and so investigations of both intelligibility and quality are required.  Unfortunately, the existing methods for the investigation of both speech intelligibility and speech quality are not immediately applicable to the novel situations we find in multimedia communication over multicast networks. 

With respect to video, packet loss and delay means that significant blocks of the image do not get updated at the same rate as the rest of the image. However, it is frame rate that has the greatest impact on user perception of video quality. 

Speech quality assessment methods have generally been developed by telecommunications bodies such as the ITU. Most quality assessments are carried out using some form of rating scale such as the 5-point listening quality scale or the 5-point listening effort scale. However, the vocabulary used to describe the points on these scales is not suitable for describing the types of degradation, or indeed the unimpaired quality, that is typically found under Mbone conditions. In addition, because quality is a multi-dimensional perception, it is likely that one scale is not sufficient to capture overall perceived quality. 

With respect to video quality, again we find that the established measurement methods are not suitable for the quality that is commonly found over multicast networks. Most video assessment techniques are aimed at determining whether viewers can detect minor glitches in quality, which is nothing like the scale of degradation found in multicast transmission over the Mbone. Therefore the image quality scales that are used by bodies such as MPEG and the ITU, such as the degradation category scale, are not suitable, and employing a method such as the forced choice comparison is not necessarily meaningful (see discussion on task below). Again the unlabeled scales described in the section above was used. 

One of the biggest obstacles to assessing audio and video quality over the Mbone is that the network conditions can fluctuate so dramatically that it is hard to ascertain what exact conditions people are experiencing from one moment to the next. It is quite common for two people in the same conference, but at different sites, to experience drastically different levels of loss etc. (see Deliverable D1, section 3.3.2). This real-world situation has made it difficult to make statements from experimental findings that apply in the real world, and likewise observations from field trials and genuine conferences are hard to replicate in laboratory conditions. 

Audio and video quality requirements alter according to the task that is being undertaken in the multimedia conference. The requirements of the user also alter according to whether they are familiar with the other participants and whether they are communicating in their native language or not.  It is likely that the required video quality will depend on how important the video is in the task that is being performed. Although teasing out all these interactions will be very complicated, it is a worthwhile piece of research to undertake since it is likely that some form of bandwidth reservation will be implemented in the not too distant future: in order that this bandwidth is sufficient for the application, and yet not wasted by being supplementary, different quality requirements for different multimedia conferencing tasks need to be ascertained. 

In the remainder of this chapter we shall discuss the assessment methods used for the PIPVIC trials. 

4.2 User Ratings methods

Unlabeled rating scales were used throughout the project for subjective assessment of audio and video quality. See Watson & Sasse (1997, 1996) for a discussion of assessment of audio and video quality on shared packet-switched networks. 

After each teaching activity, students and tutors were encouraged to fill out a web-based questionnaire, rating the quality of the audio and the video for that particular tutorial. At the end of the teaching sessions, students and tutors were given a paper-based questionnaire where they were asked to rate the overall quality of the audio and video for all the tutorials. 

After seminars and project meetings, attendees were encouraged to fill out a web-based form, documenting any network problems experienced, and rating the quality of the audio and video for the seminar or meeting. 
In the paper based questionnaires, the user was asked to rate the quality of the audio and video by putting a mark on a vertical line (22 cm long) with a + at the top and a – at the bottom, where – represented the worst imaginable quality and + represented the best imaginable quality. The user was asked not rate the quality in terms of what he was used to from TV - but in terms of how adequate the audio and video was for the kind of tutorial that he was taking part in.

The online web-based questionnaires required the user to rate the quality of the audio and video by selecting a number between 0 – 100, where 0 represented the worst imaginable quality and 100 represented the best imaginable quality. Again, the user was asked not rate the quality in terms of what he was used to from TV - but in terms of how adequate the audio and video was for the kind of tutorial that he was taking part in.

4.3 Results

In this section the results from the subjective user ratings of quality are presented (also presented as part of Deliverable D2[2]). 

4.3.1 Teaching

The quality assessments of audio and video for the teaching activities are based on three different assessments:

1. Web-based ratings of audio and video quality after each session

2. Focus group discussions after the course

3. Questionnaires given out after the course, covering among other issues, quality of audio and video. 

4.3.1.1 French for Lawyers

Generally the quality of the audio and video which it is currently possible to transmit over the SuperJANET network is adequate or nearly adequate for a specialised language course like French for lawyers. 

The students and tutor were asked to rate the quality of the audio and video in terms of how adequate they thought the audio and video was for taking part in the tutorial. The rating consisted of a number between 0 – 100. 

The quality of the audio and video from the videotape being played out during the tutorials was considerably worse than the quality of the audio and video which was transmitted from the students and tutor. However, the web-form only had two boxes for them to rate the quality, one for audio and one for video. It is therefore not always clear whether they rated the quality of the video and audio from each other or the audio and video from the videotape, or a combination. 

The students rated adequacy of the audio in general to be between 70 and 95 per cent (see Table 1). One student rated the audio to be 50 on one occasion, but the accompanying comment shows that the rating concerns the audio from the videotape. The audio from the videotape was affected because the VCR playing out the video broke down during the tutorial.



19/01
21/01
26/01
28/01
02/02
04/02
09/02

Student1
80

90
50*
90

70

Student2
85
85
90
90
95

85

Student3
80



80



Tutor





75


Table 1: Audio Ratings – French for Lawyers *Comments suggest that ratings relate to the videotape – which broke down that day.

The quality of the video images was rated to be between 70 and 100 per cent in general. Again, the two ratings 0 and 50 relate to the quality of the video film on the day that the VCR broke down.



19/01
21/01
26/01
28/01
02/02
04/02
09/02

Student1
80

85
0*
90

70

Student2
85
90
90
50*
100

85

Student3
90







Tutor





70


Table 2: Video Ratings – French for Lawyers *Comments suggest that ratings relate to the videotape – which broke down that day. 

The video sent from the tutor was 8 f/s, 128 kbps, and quality 10. The video from the students was 4 f/s, with the other settings being similar. This might account for the tutor’s lower rating of the video (70 as opposed to the students’ which average 86.5). The video from the Silicon Graphics Indy workstations in Exeter also suffered from high transmission loss, the reason still being unknown, which made the video images from Exeter seem much less clear than the one of the tutor from UCL. 

The tutor and students were asked to rate the overall quality of the audio and video throughout the tutorials in the questionnaire they filled out after the course had finished. Again, they were asked to rate the quality of the audio and video in terms of how adequate it was for taking part in the tutorials. The rating scale was an unlabelled vertical line, 22 cm, with a + at the top and a – at the bottom, where the top end of the scale would represent the best audio/video for the tutorial and the – the worst audio/video for the tutorials. The rating consisted of putting a mark on the line. The mark was subsequently converted into a percentage. 

The overall rating of the audio and video quality, which students and tutor rated in the questionnaire, show roughly the same results as the weekly ratings (see Table 3). The questionnaire allowed the tutor and students to rate the audio and video from the video film separately from the audio and video from one another. 


Audio
Audio 
(Video film)
Video
Video 
(Video film)

Student1
97
90
84
80

Student2
92
75
88
69

Student3
88
73
93
85

Table 3: Ratings of overall audio and video quality

The students rated the overall audio quality from the tutor and each other to be between 88 – 97 out of 100, and the audio from the video film to be between 73 – 90. Generally the audio on the video film was worse because of the degraded quality on the videotape itself and the poor quality VCR which was used for playing out the videotape. The overall video quality was rated to be between 84 –93 and the quality of the video from the video film to be between 69 – 85. 

The results highlight the importance of good quality teaching material and peripherals like videotapes and VCRs. Video footage which is being used in tutorials should ideally be recorded digitally to avoid the inevitable degradation that follows when videotapes are being recorded and copied etc. 

The results also show that the web form was not detailed enough for accurately measuring the quality of the audio and video because the quality of the videotape was so much poorer than the quality of the audio and video from the participants. Future forms should have space for rating video and audio from different sources individually. 

From the answers given in the forms, we have also noted the importance of finding a suitable vocabulary for use in questionnaires and rating scales. In this case it should have been made clear what was meant by the word video (video images of participants or videotape). 

4.3.1.2 Spanish for Lawyers

The quality of the audio and video was, with a few exceptions, deemed to be adequate for the tutorials. The average rating for the audio was 75 per cent, and this includes a rating of 95 from one of the students accompanied by the comment: 

Audio quality was very good today and there was no sign of the gaps that interrupted the last session… for what we did today the sound could not have been better. 

This confirms our suspicion that we cannot expect a rating of 100 per cent even if the quality is found to be adequate.  

However, the tutorials did suffer from bad audio at times. The low ratings at times seem to be due to an echo which interfered rather than packet loss. The echo was probably caused by a faulty headset which one of the students was using.  

The quality of the video was also generally adequate. Though, the students did not find the video image of each other and the tutor crucial for the tutorials, they found that if it was there, it should be fast enough to allow lip synchronisation to take place. The quality (framerate, resolution and size) of the video film should be sufficient to read any subtitles and other text which might appear. This will be different from film to film.   

The audio quality overall was very good. The average rating of the audio quality was 75 per cent. Both students and tutor felt very happy about their ability to hear one another particularly with respect to their understanding of the Spanish words and phrases. The students did however feel that the audio quality of the videotape was not good enough for them to fully understand the Spanish, given their level of language proficiency. This is most likely due to the quality of the tape recording itself since the programs are quite often recorded from one tape to another in order to produce the final version. Another difficulty, which unfortunately was not discovered until after the session, was that silence suppression had been kept on in RAT through which the videotape’s audio was being transmitted. This had a tendency to clip parts of the speech and since most of the background sounds such as music are cut out, it can sound very interrupted and is difficult to comprehend overall. 

The problem with the faulty set of headphones at Exeter which became a problem at the very end of the French for lawyers course, had unfortunately not been resolved. There were a number of sessions where the students and the tutor complained of a continual background "hum" which was quite disturbing at times. 

In focus group discussions after the end of the tutorials, the students mentioned that they had found the volume amongst participants to be unbalanced. Adjusting the balance between participants is trivial to do, but the fact that the students never thought to ask, implies that an automatic gain function in RAT would be desirable. 

As was found in the French for lawyers’ evaluation, it is noticeable that there are often misunderstandings amongst participants with the meaning of the term "video". In a session where a videotape has been played, questions such as "Please rate the video quality" will often receive an answer purely relating to the tape that has been shown. For future trials, it may well be worth developing a different terminology to eliminate these discrepancies.  

The quality of the students’ and tutor’s video was generally regarded by the participants to be adequate for the purposes of the tutorial. The average rating was 78 per cent. The students received a mix of video quality from UCL, as the frame rate differed depending on who provided the technical support at UCL at each session. The tutor’s image would either be transmitted with 8 f/s or 2 f/s. This however, produced some interesting reactions from the students. They did notice that the quality changed, especially when the framerate dropped and that comprehension deteriorated as the lip synchronisation deteriorated. The video image, although not the most essential part of the videoconferencing tool-set, definitely helped to make the students feel more at ease and comfortable in conversing with the tutor, this becomes even more important in a situation such as this where the participants are conversing in an unfamiliar language  

The videotape was more of a problem. Over the course of the tutorials, two tapes were shown. One of them was a documentary about euthanasia, the other a scene involving a lawyer and his client. The documentary was overall easier to understand because the soundtrack was mostly narrated at a slower pace than normal speech. Unfortunately the programme was based around a village in Spain which speaks more of a dialect as opposed to pure Castellano and subtitles were included to help with the comprehension of the language. The video images were not big enough to adequately read the text of the subtitles and so the students suffered as a result. The second video was much harder to comprehend than the first. The speech was much faster and the quality of the actual video recording was not very good, and since the main part of the video was the dialogue with very little help from the visual images, the students found it mostly incomprehensible. 

Halfway through the tutorials, the students switched to using an integrated interface rather than individual tools. In the integrated interface, it is only possible to enlarge one of the images at any one time. According to the technical support person in Exeter, this vastly improved the quality of both audio, video and shared workspaces for one of the students who until then had used up most of the computer’s CPU power, opening, closing and moving windows around on the screen.    

4.3.1.3 Polish for beginners

The course was heavily influenced by technical difficulties. It was hoped that the SHRIMP software tools would be running as well on the PC’s as it had been in previous teaching activities on Unix workstations. However, due to unforeseen complications many of the problems with the tools were not solved during the duration of the course. There were sessions which went much smoother than others, and in every session there were periods of good audio and video quality although the problems were often more apparent than the positive aspects in the post-session evaluation questionnaires. 

Initially the students felt uneasy with the lack of synchronisation between the video and the audio, coupled with the problems associated with the tools in producing very inconsistent audio and video quality. They felt that from a beginner’s point of view, good audio quality was essential in learning the pronunciation and being able to converse with the tutor in an unfamiliar language. The tutor felt that having such inconsistency with the audio quality made teaching from her point of view very difficult, because she was not always aware how much the students had understood or indeed heard. 

The participants noticed a distinct difference in performance between the two PC’s at Essex, due to the processing power of the individual machines. One was installed with a 133 MHz chip and the other 166 MHz. The slower machine would cause the participant to lose packets of audio and video and for a while the tutor was unaware of this difference leading her to believe that the students were at different levels of advancement in the language. The students commented to the effect that any movement of windows on the desktop could cause disruption to the audio stream, this was not very satisfactory at a time when full concentration was required in listening to the tutor and watching the shared workspace. From a physical point of view, one of the observers noted that the image of the tutor was not as clear due to light coming from behind. The cameras in Essex were positioned to face away from the windows, and their image was much clearer as a result. All participants commented that the quality of the audio and video seemed to improve over the duration of the tutorials.

This gradual improvement of the perceived quality of the audio is a trend which has been noticed in other videoconferencing language tutorials. It is important to bear in mind that both students were absolute beginners in Polish. They felt that initially their lack of knowledge of Polish combined with the problems associated with the audio quality, made it very difficult for them as beginners to progress. However, they did feel that as this initial language barrier began to lower, their progress became easier. It was particularly interesting to note their comments regarding the nature of conversing in the language using the VC tools:

Question – Were the difficulties that they encountered accreditable to the nature of the language or would it apply to any beginner’s course using the videoconferencing tools?

Answer – I think it’s something to do with the language, just the pronunciations. For English speakers anyway. Sometimes you wouldn’t exactly hear what the tutor said, and you didn’t feel like you could ask her to repeat it.”

When the Polish tutor was asked to comment on this subject she said:

I could tell whether they were pronouncing it correctly, I don’t know whether they could really hear what I was saying. From experience, usually English speakers cannot tell the difference between certain Polish sounds anyway, they are just not used to it.

There seems quite a possibility that what the students considered to some extent ‘audio problems’ were actually in many ways affected by the nature of the language learning. The tutor suggested that many of the problems the students experienced in learning Polish were no different to what she would have expected from a face to face tutorial. 

4.3.1.4 Italian

For all participants, the quality of audio was described as generally adequate, except where problems occurred when the speech broke up. The average rating was about 65%, though one student gave a rating of 50%, with the comment that the speech was no harder to understand than in a normal class “except on the occasions when the speech became ‘gappy’ or broken up”. When asked what would make the audio better, the main point here was “no gaps”. 

Again, with other participants, it was this unpredictable variability in voice quality that was the man cause for complaint (“sometimes difficult”, “OK normally, ..., then sometimes for no apparent reason there were gaps.” were typical comments).

This concern about reliability also extended to the system as a whole. The tutors commented that they always felt “on the brink”, that the system might crash at any point. There was a general comment that this feeling of mistrust in the reliability of the technology lessened as the tutors became more familiar with using it and found ways of dealing with the poor quality or loss of a medium; the more experienced tutor said that she prepared up to three lesson plans in advance, “to cope no matter what failed”. It must be mentioned that as the course progressed, the reliability improved significantly (fewer whiteboard crashes in particular).

For the video images, the most commonly mentioned problem was the lip synchronisation. As the video images in the sessions were generally set with relatively low frame-rates, there was little possibility to synchronise audio and video, and this seemed to cause confusion generally.  One student mentioned that she could not use lip-reading “as a means of comprehension support”, but also felt that the video added  that “it’s important to see there is someone at the other end - for consistency/surity - and interesting to see who was smiling/laughing and when!”

The evaluation session confirmed this – the video images were generally not used to aid language understanding but it did confirm the presence and reactions of the other participants. One of the tutors felt that the video was “better than nothing” (i.e. no video at all), but that lip-sync would be the “cheese on the pasta”.

The audio-video synchronisation was perceived as particularly problematic when the video clips were being played out from a VCR. With some, there were scenes with much more movement than just a ‘talking head’, which caused the frame-rate to drop considerably, and this may have been the cause of the particular problem. The size of the video clips was also discussed; given the possibility, the tutors and students would have liked the option of viewing the video full-screen, or at least larger than the enlarged image in the integrated interface.

4.3.1.5 Social Sciences

The audio quality was once again deemed adequate for the purposes of the seminars. Most of the concerns of the students in the post evaluation session were directed towards the speed of the video frames and the clarity of the wall projector. A comment from one of the students:

Occasional losses and break ups disrupt the cohesiveness of the lectures, however the main points can always be understood.

Hearing the lecturer’s voice through the speakers on the wall rather than through the speaker built into the PC was preferable for the participants at SSEES. They were also happy with the fact that it was possible to interact with the tutor during the session. However, it was recommended that the access to the microphone be made easier, even if each student or pair of students were to have their own individual microphones so that it would be easy to interrupt and also so that discussions involving more than one person in a room could be heard by the tutor. The nature of the sessions determined that the students would frequently wish to interrupt the tutor to clarify an issue or to contest a point.  

The video quality was more of an issue. One of the participants at SSEES explained that having a hearing impairment meant that he relied far more heavily on the body language and lip movements of the tutor than students would normally do. He felt that the low framerate at which the tutor’s image was transmitted was not good enough to achieve this. In retrospect the rate of 3 frames per second which was being transmitted from Essex was very low although due to the state of the tools at the time it was simply not possible to transmit any higher for fear of overloading the PCs. In more recent activities it has been possible to successfully push the framerate up to as high as 15 frames per second which is more than adequate for lip synchronisation. When asked to comment on this, the participants felt that it would be a great improvement and would enhance the learning process:

a bigger image would make it easier….as personal contact always helps a student to follow a lecturer

It is not possible to really draw any solid conclusions from the users’ rating of the audio and video quality since the consistency of attendees was so variable and the number of web-forms returned were very few. However following are the results which we were able to obtain:



10/3
17/3
28/4

Lecturer 1
85



Lecturer 2

67


Lecturer 3


70

Participant 1


70

Participant 2


50

Table 4: Audio Ratings – Social Sciences

10/3
17/3
28/4

Lecturer 1
None



Lecturer 2

75


Lecturer 3


80

Participant 1


75

Participant 2


40

Table 5: Video Ratings – Social Sciences
Since each lecture was taught by a different person each time, it is hard to draw conclusions from their individual ratings. The lower rating of the video quality by one of the students in the final lecture can possibly be explained by the complications over the projecting of the computer screen on a low-resolution projector. Unfortunately the limitations of the equipment meant that it was not possible to adequately project a clear image of both the video of the tutor and the shared workspace alongside each other.   

4.3.1.6 Mandarin for beginners

The Mandarin course is still on-going and results have therefore not been analysed yet. However, comments from students and tutor and web-based forms filled in suggest that the quality of the audio and video is good, and a vast improvement over the sound experienced in the Polish trials. Mandarin is a tone language, which adds further complications to pronunciation. Comments from the tutor indicate that the students’ pronunciation is better than students he teaches in face-to-face classes. He feels that the headphones intensify the sound and makes it easier for the students to hear nuances. 

One student made this comment:

This method of teaching seems to be useful, in the close contact one has with the tutor, and the concentrated method of listening to speech.  Problems encountered have been:

Lack of audio/visual co-ordination.
Occasional distortion of sound.
Delay in sound from other sources.
Echo.

However, these problems with the exception of the first have been occasional, and have not seriously impaired the course.

Regarding the video, the main concern is the lack of lip synchronisation – though one student has commented that listening to the sound first and then seeing it being pronounced was actually a great help in learning the pronunciation of words. The frame rate of the tutor was quite high, 10-12 frames per second, and apart from camera angle and lip synchronisation, students have been pleased with the quality of the video. 

4.3.1.7 Communications and Networks Course

With the good network connectivity between UCL and Westminster (a direct tunnel through intermediate sites was used) there were no occasions when packet loss caused a deterioration in sound or video quality. The only real difficulties in sound were caused by poor sound cards or microphones which were known to be sub standard beforehand. PCs running Windows 95 were not used and so there were no difficulties in using WB. 

The trial took place before the quality rating scale was introduced, however the students were asked their opinions using a summative questionnaire. 19 students completed the questionnaire. It was a specific decision not to ask students about the audio and video quality directly, rather to ask questions about their participation and obstacles to participation with the objective that students would highlight channel quality issues if they thought they were significant. About half of the students mentioned that the audio caused some problems and had impeded the sessions. It is unfortunate that it only takes one participant with a poor microphone or sound card to transmit poor sound and then the other participants all suffer even if the audio is very good elsewhere. No student remarked on problems caused by lack of lip synchronisation. Very few participants commented on lack of quality in the video channel, however most said that the improved video from halfway through the course had made visual communication better as it had allowed for more and better non-verbal communication. The only criticisms of the larger video image windows were due to the cluttered screen layout and insufficient spare space to accommodate them. When asked for aspects that could be improved, many said that larger images and faster frame rates would have improved the learning experience overall. 

4.3.2 Research

The quality of the audio and video for the seminars was generally good. Subjective ratings after the last four seminars averaged 91 for the audio and 87 for the video. 

4.3.2.1 Audio

Except for occasional problems like a humming microphone at UCL during one seminar, audio generally came through very clearly from all speakers. During seminars, the speaker would normally transmit with silence suppression turned off, and redundancy turned on. All other participants would have their microphones muted. 

Audio problems would sometimes occur at the end of seminars during the question and answer sessions. One problem was the difference in volume from different participants. Without adjusting the audio levels from all participants in advance, there is no guarantee that when participants ask questions at the end, that the individual volume levels are going to be right. 

The other problem is feedback when audio is played out through loud speakers in a lecture theatre (a lecture theatre was always used at UCL, and on some occasions at SSEES). In effect, the speaker has to use push-to-talk during question and answer sessions which can inhibit natural discussion – especially since the push-to-talk was often controlled by PIPVIC staff rather than the speaker because of an awkwardly positioned workstation. 

4.3.2.2 Video

The quality of the video was on average good. The quality of the video from seminars given from desktop computers was particularly good as even low frame rates are adequate for a talking head. The quality of the video from seminars given from the lecture room at UCL was of more varying quality. The room had to be darkened so the audience in the room could see the projected slides, which meant that the speaker would also be in the dark, hence transmitting dark images. At one of the seminars given from UCL, the speaker had prepared a large Powerpoint presentation which could not be imported into WB as usual. The slides were displayed locally at UCL and the camera pointing at the speaker transmitted the slides shown in the background. The slides were nearly readable, and the ratings for the quality of that particular seminar averaged 84. This probably reflects the fact that video is to a large extent a redundant medium for seminars, making even poor video quality adequate for understanding the seminar, rather than the “actual” quality of the video. 

4.3.3 Administration

The quality of the audio and video during the weekly meetings was very mixed. Initially, the Windows95 problems were so severe that one site felt that the quality of the audio was so bad that they might as well not have attended the meetings in the first place. Towards the end of the project, the audio quality on the Windows95 machines improved dramatically, both due to bug fixes in the audio tool, but also because several Windows95 machines used for PIPVIC activities were upgraded and were hence more capable of coping with the demanding task of decoding up to 15 video images. 

The first two meetings in May got average ratings of 79 and 77 for the quality of the audio and 87 and 79 for the quality of the video respectively. The quality of both the audio and the video varied substantially between participants. 

The meetings had 10 – 15 people attending from up to 7 sites, all transmitting video at 2-3 frames per second, all transmitting and receiving audio and all having access to NTE. The frame rate of 2-3 frames per second was chosen in order for all participants’ PCs and workstations to cope with decoding the many video streams received. Unlike the teaching sessions where we encouraged students and tutors to leave their microphones open though out the tutorials, we encouraged people to mute their microphones when not talking at the meetings to avoid too much background noise. 

The main problem with the video was for the individual machines to cope with the amount of video that had to be decoded. Also, the large number of thumbnail images caused problems with finding adequate space to position them clearly on the screen. Certainly, there was not much space left for enlarging any of the images. Nevertheless, both network and machines seemed to cope reasonably well with the many video streams, and 2-3 frames per second were adequate for project meetings. 

The main problem with the audio was the varying level and quality of each of the participants. The variety of computers and PC configurations and headsets used, caused each person to appear very differently. Ideally the audio tool should be able to adjust volumes automatically – or at least cap maximum output, as accidentally being subjected to very loud audio can be very painful. 

4.4 Summary and Conclusions

The subjective quality assessments show that the current network is capable of supporting videoconferencing of a quality which is acceptable to the user – with the current level of usage. The quality of the audio and video could be better in some cases, especially in connection with remote language tutorials. The problems which have detrimental effect on the quality are often related to issues other than network problems, though, for example:

· Differences in microphone levels between participants

· Headsets resulting in echo to be heard by all participants

· Under powered machines causing packets to be lost

· Lack of lip-synchronisation. (Current versions of the tools do not support lip synchronisation. However, in the event that they did, a minimum rate of 8 frames per second would be required. Consequently PCs and workstations would have to be powerful enough to decode the video streams.)

· Frame rates were set too slow on occasions to read subtitles on video films

A comparison of packet loss on audio and video compared to end users subjective perceptive of the quality support this. The following graphs show the audio and video received by the four students and tutor in the Mandarin tutorial on Friday 29 May using the tool described in chapter 3. The graphs are then compared to the web-forms returned by the participants for the session.

There are 7 seven lines in each graph. The first five are from the video transmitted by the tutor and students, the last two, virtually blank rows are from the video transmitted by the technical support staff at UCL. The order of the rows is as follows:

Vivian (student, UCL Cs Dept.)
Johnny (student, UCL Cs Dept.)
Jan (student, Exeter)
Nac (student, Exeter)
San Zhu (tutor, UCL Language Centre)
(Blank) 
Louise (Technical support, UCL Cs Dept.)
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Jan, Exeter
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Figure 5: Video graphs from Mandarin Tutorial

The red/dark areas in the graphs indicate packet loss and show nobody received much packet loss from the students and tutor at UCL, but that the tutor and students at UCL all received  a small bursts of high packet loss from the students in Exeter. The bit a little over halfway through the tutorial where nobody received any loss from anybody else is during the break. Nac, one of the students in Exeter, had a long burst of packet loss in the packets he received, or CPU overload just after the break. 

The user ratings of the video for that session are:

Jan

-
Nac

75 (comment: good quality video)
Vivian

75
San Zhu
95
Johnny 
70

These ratings are roughly in line with what the graphs show. The higher rating from San Zhu is probably because he relies less on the video images of the students than they do his. 

There are 7 seven lines in each graph for the audio as well. Again, the first five are from the tutor and students, the last two, virtually blank rows are from technical support staff at UCL. The order of the rows are as follows:

Vivian (student, UCL Cs Dept.)
Johnny (student, UCL Cs Dept.)
Jan (student, Exeter)
Nac (student, Exeter)
San Zhu (tutor, UCL Language Centre)
(Blank) 
Louise (Technical support, UCL Cs Dept.)
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Vivian, UCL Cs Dept. 
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Jan, Exeter 
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Figure 6: Audio graphs from Mandarin Tutorial

These audio graphs show a different picture from the video graphs. There are very few red/dark marks which indicate that very little packet loss was experienced. The blanks are where no audio was received (or the report packets got lost). The large blank section roughly in the middle is the break. The graphs show that Johnny lost her audio tool three times during the tutorial (this was due to an error in the Mediaboard, which necessitated restarting the audio tool). 

Again, the ratings together with the comments correspond to the information in the graphs:

Jan

80
Nac

60 (comment: lots of echo)
Vivian

75
San Zhu
95
Johnny 
70 (comment: echo and distortion)

The lower ratings are due to echo, not poor network conditions. 

The graphs can be a little difficult to read, but they do support the notion that the problems reported by the users relate to the tools and hardware more than intrinsic problems with the current network. 

5 Conclusions

This report documents the technical aspects of the PIPVIC pilot: hardware and software used to support the structured activities, and network performance observed.  Finally, it reports on participants’ subjective perception of audio and video quality during structured activities.  The conclusions for each aspect are presented in this section.

5.1 Hardware and Software Tools

Chapter 2 demonstrated the heterogeneous nature of the hardware and software used by partners. As well as a number of recently purchased, powerful machines, older existing equipment was used in the pilot.  This illustrates one of the core advantages of Mbone conferencing –sites do not have to buy dedicated, specific or the same equipment to participate in conferences.  General-purpose workstations and PCs form the basis of this technology, to which audio and video hardware and conferencing software tools are added.  This means not only that existing equipment can be used or upgraded, but new equipment can be purchased to meet requirements other than conferencing.  

The drawback for this variety and flexibility is a myriad hardware configurations, operation systems, audio and video cards, and peripherals.  Virtually no two machines used in the pilot are exactly the same.  Subtle differences in configurations can be the cause of problems which are difficult to diagnose, and take up much time to fix.  In retrospect, much time and effort in the pilot was spent on this activity.  The usual engineering solution to such problems with complexity is the use of reference configurations, and the project did document working configurations and known problems.  As far as Unix workstations are concerned, this approach has worked well, and problems with the software tools on this platform have become rare.

The stability of the SHRIMP tools have, in case of Windows95 versions, improved steadily throughout the pilot, and evaluation of the structured activities show that the tools are on the whole adequate for administrative, research and teaching activities.  The PC versions of the tools are still early versions – the Unix versions took some time to mature.  We still expect a stream of new releases during this year to fix existing bugs and improve performance.  

Given the proliferation of suppliers of PCs and add-ons, and the rapid development of new models, reference configurations for PCs proved to be extremely difficult to establish. Add-ons, operating systems and drivers are updated so frequently that it is impossible to recommend a specific configuration – as soon as a specific configuration has been tested, the same components will no longer be available to buy.  Many PC audio cards have been tested during the pilot, and each card in turn has required different microphone impedance. 

The rate of change in both hardware and software increases the need for an advice and support centre which can

· help users select the right equipment

· provide documentation of frequently asked questions and problems

· liase with developers of software tools

Based on our experience in the pilot and previous support activity, we expect a disproportionate increase in demand for advice and support for IP videoconferencing.  Even though problems with the tools will decrease as the PC versions mature, the following will increase number of options, interactions and potential for failure, and thus create more demand for support:

· Use of an increasing number of fairly new IP videoconferencing tools (H.323), each with their own teething problems

· Interoperability between different types of IP videoconferencing (Mbone-H.323)

· Interoperability between IP and other types of conferencing (especially ISDN)

To stop demand for advice and support for conferencing spiralling out of control, we recommend measures to solve problems at source.  Shifting local responsibility for installation and maintenance of IP Videoconferencing tools from end users to experienced local support staff would reduce the number of problems occurring in the first place.  Most PC users in HEIs today are not expected to install or maintain packages such as MS-Office.  We feel that leaving end-users to install software and diagnose problems with hardware, software or local networks is not an acceptable solution.

The use of a variety of older equipment also caused problems because of differences in performance experienced by different users.  This particularly affects highly interactive activities with a small number of participants; less interactive session such as seminars and lectures are not affected by differences in quality between participants.  Vast differences in equipment can cause problems if the quality sent exceeds the processing capacity of the receiving machines or local links; the incorporation of hierarchical coding schemes into the tools will reduce this problem.

5.2 Network Performance

The SuperJANET network underwent substantial changes in the course of the project. Limits in routers and tunnels were raised from 500 kbps second to 2 Mbps, making an immediate improvement in perceived quality. The current limits seem to be just sufficient for the activities within the PIPVIC project, and limits must be monitored and raised in line with increasing traffic. 

UKERNA liaison and SuperJANET operations staff have been very co-operative during the pilot.  Network faults which have been reported by the PIPVIC project’s Technical Co-ordinator have been dealt with swiftly.  Towards the end of the pilot, problems reported to the JANET NOSC have been fixed within 30 minutes.  However, overall reliability is such that connectivity between sites in some cases has to be checked 30 minutes before a session.  

5.3 Assessment of Quality

The assessment of the quality of tools by the end-users participating in the pilot is extremely encouraging.  After the PC versions of RAT and VIC were improved, audio and video quality under unimpaired network conditions was rated as “very good” and “good”, respectively, by most users.  Overall perception of usefulness of the video in language teaching sessions is still hampered by lack of A/V synchronisation. The current versions of RAT and VIC do not support A/V synchronisation, but in some cases A/V synchronisation is not possible, when machines cannot decode fast enough or the network is not fast enough. 
5.4 Summary

The small-scale pilot has shown that on the basic level, IP Videoconferencing via the Mbone can support a representative selection of teaching, research and admin collaboration between UK HEIs.  But in order for IP Videoconferencing to be deployed successfully on a larger scale, the stable versions of the conferencing tools for PCs must be provided as soon as possible.  In order to succeed, the technology must be supported within participating HEIs on par with other software; especially with PC versions, the attitude of many local support staff means that end-users are left to sink or swim.  The UK Mbone service should be monitored pro-actively to ensure a reliable service and increase user confidence.  With increasing demand, rate limits on tunnels and routers must be increased to reflect and support the real level of use. 

6 Glossary

ACN Advisory Committee on Networking

ATM Asynchronous Transfer Mode.

CODEC CODer/dECoder. A hardware or software processor converting between analogue audio or video and the digital format used for transmission, in both directions. The term is also used to describe the major hardware component of a videoconferencing system.

Ethernet Hub A point at which more than one machine can connect to an ethernet.

FDDI Ring Fibre Distributed Data Interface Ring.

Frame grabber A device which captures video one frame at a time from an analogue video source.

Full Duplex Enables audio input and output to function at the same time.

Graphics Tablet a device for allowing input using a pen rather than a mouse.

H.261xe "H.261" ITU-T recommendation for video encoding in narrowband audiovisual systems.

HEI Higher education institution.

IP Internet Protocol.

IP videoconferencingxe "IP videoconferencing" A techniques for using videoconferencing over an IP network either point to point or multicast (point to multipoint).  See also Mbonexe "Mbone".

ISDN Integrated Services Digital Network.

Italia2000 is a project which produces multimedia teaching materials for Italian; the first package will be published in a few months.  See http://www.Italia2000.abre ac.uk/ for further information.

ITU International Telecommunications Union.

JANET Joint Academic Network.

JISC Joint Information Systems Committee of the Higher Education Funding Councils for England, Scotland and Wales, and the Department of Education for Northern Ireland.

LAN Local Area Network.

Lecture mode An optimisation for one-way transmission which increases the delay on the playout of the media in order to minimise the loss of data in the network.

MAN Metropolitan Area Network.

Mbonexe "Mbone" Multicast-capable backbone of the Internet.  It consists of a network of tunnels linking the islands of multicast-capable sub-networks around the world.

Multicasting is sending audio, video etc.  on the Internet in way which ensures that anybody who is interested in receiving the information, can receive it, but only people who are interested will receive it.  Think of it as being in between unicast (like most telephone calls - between two telephones only) and broadcast (TV - the signals are sent to you whether you want to watch or not).

Mediaboard is a shared workspace tool.  

MPEG (Moving picture experts group) is the name of the family of standards used for coding audio-visual information in a digital compressed format.

Mtrace An application for tracing the path from a source to a receiver.

Network congestion occurs when more traffic is sent through the network than the network can handle, causing packets to be lost.

NTE (Network Text Editor) is a SHRIMP shared workspace tool.  

Push-to-talk means that a videoconference participant uses the mouse to mute his or her microphone when he or she is not talking, and un-mutes it when he or she is talking.  Push-to-talk is used to avoid transmission of background noise when not talking or to avoid feedback which occurs if using speakers (as opposed to headphones) without echo cancellation.  

QoS Quality of service.  

RAT Robust Audio Tool, an enhanced MBONE audio tool included in the SHRIMP package.

Receive-only A condition where a tool is used to receive, but cannot transmit.

Redundant audio encoding A technique to protect against packet loss where a second, low band-width version of the original encoding is piggy-backed onto the preceding packet so that, when single packets are lost, the redundant version is played back instead of silence.

ReLaTe (Remote Language Teaching) is a joint project between Exeter University and University College London.  See http://www.ex.ac.uk/pallas/relate.

Router send network packets through the network, based on their IP addresses.

RTP Real-time Transmission Protocol. The transport protocol standard promulgated by the IETF (qv) for the transmission of real-time traffic over the Internet.

RTCP Real-time Transmission Control Protocol.

SDR Multicast Directory Tool is a SHRIMP conference management tool.  

SGI Silicon Graphics Indy workstations.

SHRIMP SHRink-wrapping Internet Multicast Packages, is a project preceding PIPVIC which provided install scripts and user documentation for a selection of multicast videoconferencing tools.  See http://www.ja.net/video/service-developments/shrimp/ .

Silence suppression prevents periods of silence within a conversation to be transmitted, reducing network traffic.

TCP Transmission Control Protocol

UDP User Datagram Protocol

UKERNA The United Kingdom Education and Research Networking Association.

Unicast see multicast.
VIC is the SHRIMP video tool.  

WB Whiteboard is SHRIMP shared workspace tool.

WBD is a shared workspace tool, in effect a WB clone, but less stable.  

Whiteboard is the same as WB.
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