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1. Introduction
[Infor mative]

Internetwork layer protocols such as IP, IPX and AppleTalk use routers to allow communication across subnet
boundaries. Subnets are often built using LAN technologies, Ethernet and Token Ring being the most popular.

The ATM Forum’s LAN Emulation LANE provides Emulated LANs (ELANS) that emulate the services of Ethernet
and Token Ring LANs across an ATM network. LANE provides many benefits including interoperation with
Ethernet and Token Ring hardware and software, allowing a subnet to be bridged across an ATM/LAN boundary.
LANE allows a single ATM network to support multiple ELANs. By using ELANS, internetwork layer protocols
may operate over an ATM network in essentially the same way that they operate over Ethernet and Token Ring
LANs. While LANE provides an effective means for bridging intra-subnet data across an ATM network, inter-
subnet traffic still needs to be forwarded through routers.

The IETF Internetworking Over NBMA Networks (ION) Working Group’s Next Hop Resolution Protocol (NHRP)
[NHRP] and Multicast Address Resolution Server (MARS) [MARS] protocols also allow internetwork layer

protocols to operate over an ATM network. These protocols allow the ATM network to be divide@Nrabnets,

also known as Logical IP Subnets (LISs) or Local Address Groups (LAGs). Routers are required to interconnect
these subnets, but NHRP allows intermediate routers to be bypassed on the data path. NHRP provides an extended
address resolution protocol that permits Next Hop Clients (NHCs) to send queries between different subnets. Queries
are propagated by Next Hop Servers (NHSs) along the routed path as determined by standard routing protocols. This
enables the establishment of ATM VCCs across subnet boundaries, allowing inter-subnet communication without
requiring routers in the data path.

Even with both LANE and NHRP, a common situation exists where communicating LAN devices are behind LANE
edge devices. MPOA allows these edge devices to perform internetwork layer forwarding and establish direct
communications without requiring that the LANE edge devices be full function routers.

1.1 Whatis MPOA?

The goal of MPOA is the efficient transfer of inter-subnet unicast data in a LANE environment. MPOA integrates
LANE and NHRP to preserve the benefits of LAN Emulation, while allowing inter-subnet, internetwork layer
protocol communication over ATM VCCs without requiring routers in the data path. MPOA provides a framework
for effectively synthesizing bridging and routing with ATM in an environment of diverse protocols, network
technologies, and IEEE 802.1 Virtual LANs. This framework is intended to provide a unified paradigm for
overlaying internetwork layer protocols on ATM. MPOA is capable of using both routing and bridging information
to locate the optimal exit from the ATM cloud.

MPOA allows the physical separation of internetwork layer route calculation and forwarding, a technique known as
virtual routing. This separation provides a number of key benefits:

1. It allows efficient inter-subnet communication;

2. ltincreases manageability by decreasing the number of devices that must be configured to perform
internetwork layer route calculation;

3. ltincreases scalability by reducing the number of devices participating in internetwork layer route
calculation;

4. It reduces the complexity of edge devices by eliminating the need to perform internetwork layer route
calculation.

MPOA provides MPOA Clients (MPCs) and MPOA Servers (MPSs) and defines the protocols that are required for
MPCs and MPSs to communicate. MPCs issue queries for shortcut ATM addresses and receive replies from the
MPS using these protocols.

MPOA also ensures interoperability with the existing infrastructure of routers. MPOA Servers make use of routers
that run standard internetwork layer routing protocols, such as OSPF, providing a smooth integration with existing
networks.

ATM Forum Technical Committee Page 11 of 234
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1.2 Services Required by MPOA
1. ATM Signaling [UNI 3.0, UNI 3.1, or UNI 4.0].

2. LANE 2.0 [LANE] (as defined in Section 3, Appendix D [LANE]).
3. Next Hop Resolution Protocol [NHRP].

1.3 Relation between MPOA 1.1 and MPOA 1.0

1.3.1 Errata and PICS Proforma

The MPOA 1.0 specification of the ATM Forum was published in July 1997 as AF-MPOA-0087.000. Since that
time anumber of Erratain MPOA 1.0 were identified (see overview of all identified Erratain Annex E of this
specification), and a PICS Proforma was devel oped (see Annex D below).

Rather than publishing these as one or more separate MPOA-related specifications, it was decided to publish this
version 1.1 of the full MPOA specification, in order to avoid any inconveniences with an Errata document separate
from the main specification it refers to, and also to facilitate the provision of PICS for implementations claiming
conformance to MPOA.

In addition, since the official RFC version of the IETF NBMA Next Hop Resolution Protocol (NRHP) has
meanwhile been made available by IETF as RFC 2332, it has now become possible to replace the previous Annex C
of MPOA 1.0 by just areference to RFC 2332. The previous Annex C of MPOA 1.0 had reproduced the close-to-
final draft version 11 of NHRP.

1.3.2 Functional Enhancements to MPOA 1.0 by MPOA 1.1
Additional Functions of MPOA 1.1 compared to MPOA 1.0:

*  NHRP Authentication Extension

Since the RFC version of NHRP (RFC 2332) - unlike the draft version 11, reproduced as Annex C of
MPOA 1.0 - provides for an optional authentication extension (see section 5.3.4 of [NHRP]) to convey
authentication information between NHRP speakers, MPOA 1.1 inherits this optional extension for its
MPSs by referring to the RFC version rather than draft version 11 of NHRP.

«  MPOA Authentication Extension

In order to alow for an extension of the NHRP authentication environment to the MPCs, MPOA 1.1 also
specifies a similar optional MPOA-specific authentication mechanism for the communication between
MPCs and MPSs. Also, an MPOA Error Indication is added to allow for the transfer of an authentication
failureindication, if an authentication test fails.

1.3.3 Integration of the MPOA 1.1 Management Information Base (MPOA 1.1 MIB)

The MPOA 1.0 MIB had been approved as af-mpoa-0092.000 [MPOA 1.0 MIB] in July 1998. In principle, thisMIB
specification isvalid for both MPOA 1.0 and MPOA 1.1. However, after the approval of af-mpoa-0092.000, it was
noted that the MPOA 1.0 MIB does not allow a particular configuration for "MPS multinetting” (see detailed
description in Appendix VII) which is not precluded by MPOA 1.0, and that it also contained a minor syntax error.

It was therefore agreed to produce a new version of this MIB with these errors corrected, and to integrate it into this
MPOA 1.1 specification as Annex F. Section E.5 provides an overview of the changes/ corrections to the MPOA 1.0
MIB.
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2. Terms and Definitions

[Infor mative]

2.1 Definitions

Control ATM Address:

Control Flow:

Control Messages:

DataATM Address:

Data Flow:
Data Plane Purge
Default Path:

DLL Header:

Edge Device:

Egress.
Egress Cache:

Egress Cache Entry:

Egress MPC:
Egress MPS:
Emulated LAN:

Flow:

Higher Layers:
Inbound Data Flow:
Inbound Flow:
Ingress:

Ingress Cache:

Ingress Cache Entry:

Ingress MPC:

ATM Forum Technical Committee

The address used to set up an SV C to send control packets to an MPOA component.
Each MPOA Component has asingle Control ATM Address. The Control ATM address
may be different from the Data ATM Address.

A bi-directional flow of Control Messages between two MPOA Components.

NHRP and MPOA messages, and any other non-data message used by an MPOA
Component.

An ATM address used to set up ashortcut. This address may be different from the
Control ATM Address.

A uni-directional flow of data packetsto a single destination Internetwork Layer Address.
An NHRP Purge Message sent on the data plane (i.e. a shortcut) by an MPC.

The hop-by-hop path between Routers that a packet would take in the absence of
shortcuts, as determined by routing protocols.

All headers before the Internetwork Layer packet. For example, an Ethernet frame DLL
Header includes the Destination MAC Address, the Source MAC Address, and the
Ethertype or length and 802.2 LLC/SNAP information.

A physical device capable of bridging packets between one or more LAN interfaces and
one or more LAN Emulation Clients. An Edge Device also contains one or more MPOA
Clients allowing it to forward packets across subnet boundaries using an Internetwork
Layer protocol.

The point where an Outbound Data Flow exits the MPOA System.
The collection of Egress Cache Entriesin an MPC.

Information describing how Internetwork Layer packets from a particular Shortcut are to
be encapsulated and forwarded.

AnMPC initsrole at an Egress.
The MPS serving an Egress MPC for a particular Outbound Data Flow.
See [LANE].

A stream of packets between two entities. Multiple flows may be multiplexed over a
single VCC.

The software stack above MPOA and LANE, e.g. LLC, bridging, etc.
A Data Flow entering the MPOA System.

Data entering the MPOA System.

The point where an Inbound Data Flow enters the MPOA System.
The collection of Ingress Cache Entriesin an MPC.

The collection of information dealing with inbound data flows. Thisinformation is used
to detect flows that may benefit from a shortcut, and, once detected, indicates the shortcut
V CC to be used and encapsulation information to be used on the frame.

AnMPC initsrole at an Ingress.

Page 13 of 234



AF-MPOA-0114.000

Ingress MPS:

Internetwork Layer:

LANE Service Interface:
MPC Service Interface:
MPOA Client (MPC):
MPOA Component:
MPOA Device:

MPOA Host

MPOA Server (MPS):

MPOA System
NHRP Purge

Outbound Data Flow:
Outbound Flow:
Protocol Address

MPOA Version 1.1

The MPS serving an Ingress MPC for a particular Inbound Data Flow.

The protocols and mechanisms used to communicate across subnet boundaries. E.g., IP,
IPv6, IPX, DECnet routing, CLNP, AppleTak DDP, Vines, SNA, etc.

The interface over which a LEC communicates with an MPC.

The interface over which an MPC communicates with the Higher Layers.
A protocol entity that implements the client side of the MPOA protocaol.
An MPC or MPS.

A physical device (e.g., router, bridge, or host) that contains one or more MPOA
components.

A host containing one or more LAN Emulation Clients allowing it to communicate using
LAN Emulation. An MPOA Host aso contains one or more MPOA Clients allowing it to
transmit packets across subnet boundaries using an Internetwork Layer protocol.

A protocol entity that implements the server side of the MPOA protocol. An MPOA
Server is co-located with a Router.

The set of inter-communicating MPOA Clients and MPOA Servers.

Within the context of MPOA, this term refers to an MPOA purge mechanism where the
packet type values of NHRP purge are used (see sections 5.3.11, 5.3.12 and 5.3.13
below).

A Data Flow exiting the MPOA System.
Data exiting the MPOA System from a Shortcut.

An internetwork layer address.

Protocol Data Unit (PDU) A message sent between peer protocol entities.

Router

Routing Protocol:

Service Data Unit (SDU)
Shortcut

Target:

Tag:
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A device allowing communication across subnet boundaries using an Internetwork Layer
protocol. A Router maintains tables for Internetwork Layer packet forwarding and may
participate in one or more Internetwork Layer routing protocols for this purpose. A
Router forwards packets between subnets in accordance with these tables. When referred
to in this specification, a Router contains, one or more LAN Emulation Clients, one or
more MPOA Servers, one or more Next Hop Servers, zero or more Next Hop Clients, and
zero or more MPOA Clients.

A protocol run between Routers to exchange information used to allow computation of
routes. The result of the routing computation will be one or more next hops.

A message sent between an entity and its service user or service provider.
An ATM VCC used to forward data packetsin lieu of the default routed path.
An Internetwork Layer Addressto which a Shortcut is desired.

A 32 bit opague pattern that an Egress MPC may provide to an IngressMPC. If aTagis
provided to an Ingress MPC by an Egress MPC, the Ingress MPC must include the tag in
the MPOA packet header for packets sent to the given MPC for the given internetwork
destination.
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2.2 Acronyms and Abbreviations

af

ARP
B-LLI
BCOB-C
BCOB-X
BUS
CIE
CPCS-PDU
CPCS-SDU
DLL
ELAN
E-MPC
E-MPS
IE

IETF
I-MPC
I-MPS
INATMARP
ION

IP

IPX

L3
LANE
LE
LEC
LECS
LES

LIS

LLC
LUNI
MAC
MARS
MPC
MPOA
MPS
MTU

ATM Forum

Address Resolution Protocol

Broadband Low Layer Information

Broadband Bearer Connection Oriented Service Type C
Broadband Bearer Connection Oriented Service Type X
Broadcast and Unknown Server

NHRP Client Information Element

Common Part Convergence Sub-layer Protocol Data Unit
Common Part Convergence Sub-layer - Service Data Unit
DataLink Layer

Emulated LAN

EgressMPC

Egress MPS

Information Element

Internet Engineering Task Force

IngressMPC

Ingress MPS

Inverse ATM Address Resolution Protocol
Internetworking Over NBMA (Non-Broadcast Multi-Access)
Internet Protocol

Internetwork Packet Exchange

Internetwork Layer

LAN Emulation

LAN Emulation

LAN Emulation Client

LAN Emulation Configuration Server

LAN Emulation Server

Logical IP Subnet

Logica Link Control

LAN Emulation User-Network Interface

Media Access Control (see e.g. |[EEE 802.3 or |EEE 802.5)
Multicast Address Resolution Server

MPOA Client

Multiprotocol Over ATM

MPOA Server

Maximum Transmission Unit

ATM Forum Technical Committee
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N/A

NAK

NBMA

NHC

NHRP

NHS

NLSP

OSPF

PCR

PICS (proforma)

Not applicable

Negative NHRP Resolution Reply

Non-Broadcast Multi-Access (e.g. ATM, Frame Relay)
Next Hop Client

Next Hop Resolution Protocol

Next Hop Server

NetWare Link State Protocol

Open Shortest Path First

Peak Cell Rate

Protocol Implementation Conformance Statement (proforma)

PICS (proforma) item - A row in a PICS (proforma) table

PDU

QoS

RIP

RSVP

SCsP

Sbu

SNAP

Status (Value)

Protocol Data Unit

Quality of Service

Routing Information Protocol
Resource ReSerV ation Protocol

Server Cache Synchronization Protocol
Service Data Unit

SubNetwork Attachment Point

In aPICS proforma, an allowed entry in the status column for anitemin atable

Support (Answer) InaPICS proforma, an alowed entry in the support or supported values columns for anitemin a

sve
TLV
TTL
UBR
v1.0
VCC
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PICS (proforma) question

Switched Virtual Channel Connection
Type-Length-Vaue Encoding
TimeTo Live

Unspecified Bit Rate

Version 1.0

Virtual Channel Connection
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2.3 Normative Statements

The normative sections of this specification are Section 4, Section 5, and all Annexes. Throughout these normative
sections, normative statements are used as follows:

Table 1. Normative Statements

Statement Verbal Form
Reguirement must/must not
Recommendation should/should not

Permission may

The term “may” is used to indicate that a particular procedure is allowed but not required. It is an implementation
choice. “may” is also used to indicate allowed behaviors that must be accommodated.

Annex D (PICS Proforma) provides further information on the status of normative statements.

2.4 List of Symbols used in Annex D (PICS Proforma)

] logical symbol "NOT" (see section 2.5 of PICS Proforma)

& logical symbol "AND" (see section 2.5 of PICS Proforma)

% logical symbol "OR" (see section 2.5 of PICS Proforma)

a.<i> indication for additional information (see section 2.2 of PICS Proforma)
I notation for "irrelevant” (see section 2.5 of PICS Proforma)

M notation for "mandatory” (see section 2.5 of PICS Proforma)

N/A notation for "not applicable" (see section 2.5 of PICS Proforma)

(0] notation for "optional" (see section 2.5 of PICS Proforma)

0.<n> notation for "qualified optional" (see section 2.5 of PICS Proforma)

X notation for "eXcluded" (see section 2.5 of PICS Proforma)

X.<i> indication for exceptional information (see section 2.2 of PICS Proforma)
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3. MPOA Description
[Infor mative]

MPOA is designed with aclient/server architecture. MPOA Clients (MPC) and their MPOA Server(s) (MPS) are
connected viaLANE.

3.1 MPOA Components
There are two types of MPOA logical components: MPC and MPS.

Edge Device or

MPOA Hogt Router
MPOA | L3 Fwd MPOA NHS
Client |Function Server
Routing
LEC —\ ELAN LEC Function

Figure 1 The Componentsin an MPOA System.

3.1.1 MPOA Client (MPC)

The primary function of the MPC is to source and sink internetwork shortcuts. To provide this function, the MPC
performs internetwork layer forwarding, but does not run internetwork layer routing protocols.

Initsingressrole, an MPC detects flows of packets that are being forwarded over an ELAN to arouter that contains
an MPS. When it recognizes a flow that could benefit from a shortcut that bypasses the routed path, it uses an
NHRP-based query-response protocol to request the information required to establish a shortcut to the destination. If
ashortcut is available, the MPC caches the information in its ingress cache, sets up a shortcut VCC, and forwards
frames for the destination over the shortcut.

In its egress role the MPC receives internetwork data frames from other MPCs to be forwarded to its local
interfaces/users. For frames received over a shortcut, the MPC adds the appropriate DLL encapsulation and
forwards them to the higher layers (e.g., abridge port or an internal host stack). The DLL encapsulation information
is provided to the MPC by an egress MPS and stored in the MPC's egress cache.

An MPC can service one or more LECs and communicates with one or more MPSs.

3.1.2 MPOA Server (MPS)

An MPS is the logical component of a router that provides internetwork layer forwarding information to MPCs. It
includes a full NHS as defined in [NHRP] with extensions as defined in this document. The MPS interacts with its
local NHS and routing functions to answer MPOA queries from ingress MPCs and provide DLL encapsulation
information to egress MPCs.

An MPS converts between MPOA requests and replies, and NHRP requests and replies on behalf of MPCs.

3.1.3 Examples of MPOA Enabled Devices
* MPOA Edge Device (including the MPC, the LEC and a bridge port.)

e« MPOA Host (including the MPC, the LEC and an internal host stack.)
* Router (including the MPS, which in turn includes an NHS; the LEC and the routing function)
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There are other possibilities to create MPOA enabled devices, e.g. co-locating the MPS and MPC in the router and
thereby creating a device that is capable of internetwork routing/forwarding and detecting flows and creating ATM
shortcuts for these flows.

3.1.4 Relationship Between LECs, MPOA Components, and MPOA Devices

As shown in Figure 2, there may be one or more MPCs in an edge device and one or more LECs associated with an
MPC; however, agiven LEC may be associated with one and only one MPC.

Edge Device
MPC ¢ o o MPC
LEC | « o | LEC LEC | « o | LEC

Figure 2 Relationship Between LECs, MPCs, and Edge Devices

Similarly, as shown in Figure 3, there may be one or more MPSs in arouter and one or more LECs associated with
an MPS; however, a given LEC may be associated with one and only one MPS.

Router
MPS e o o MPS
LEC e o o | LEC LEC e o o | LEC

Figure 3 Relationship Between LECs, MPSs, and Routers

3.2 Control and Data Flows
The MPOA solution involves a number of information flows, shown in Figure 4, that can be categorized as MPOA
control flows and MPOA data flows.

By default, all control and data flows are carried over ATM VCCs using LLC/SNAP [RFC 1483] encapsulation.
Configuration flows use the formats described in [LANE]. More detailed discussion of the information flowsis
contained in the area descriptionsin Section 3.3.
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Edge Device or
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MPOA Host Router
MPC to MPS
MPOA[ L3Fwd || L Flow MPOA [ s
Client | Function Server
Routing
LEC ELAN LEC Function
y y Y
MPC to MPC Configuration LECS Configuration MPSto MPS
Flow Flows Flows Flow
\ 4 A
MPC to MPS
MPOA [ L3 Fuwd | |¢ How MPOA [\us
Client | Function Server
Routing
LEC ELAN LEC Function
Edge Device or
M POA Host Router

Figure 4 Information Flows in an MPOA System

3.2.1 MPOA Control Flows

3.2.1.1 Configuration Flows

By default, MPSs and M PCs communicate with the LAN Emulation Configuration Server (LECS) to retrieve

configuration information.
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3.2.1.2 MPC-MPS Control Flows

MPC-MPS control flows are used for MPC cache management. The MPOA Resol ution Request/Reply allows the
ingress MPC to obtain shortcut information. The ingress MPS may trigger the ingress MPC to make a request by
sending the MPOA Trigger Message. The MPOA Cache Imposition Request/Reply allows the egress MPS to give
the egress MPC egress cache information. Finally, either the egress MPC or an MPS may send a Purge message if it
discovers that cached information has become invalid.

3.2.1.3 MPS-MPS Control Flows

MPS-MPS control flows are handled by standard internetwork layer routing protocols and NHRP. MPOA does not
define any new MPS-MPS protocols. MPOA requires no new replication techniques and relies upon the standard
replication techniques provided by LANE and internetwork layer routing protocols.

3.2.1.4 MPC-MPC Control Flows

An egress MPC may send a data plane purge to an ingress MPC if it receives misdirected packets from that MPC.
This message causes the ingress MPC to invalidate its erroneous cache information.

3.2.2 MPOA Data Flows

3.2.2.1 MPC-MPC Data Flow
MPC-MPC flows are used primarily for the transfer of data between MPCs over MPOA shortcut VCCs.

3.2.2.2 MPC-NHC Data Flows
An MPC may send unicast data to an NHC and an NHC may send unicast data to an MPC.

3.3 MPOA Operations
MPOA performs the following operations:

Configuration Obtaining the appropriate configuration information.
Discovery MPCs and MPSs learning of each others’ existence.
Target Resolution Determining the mapping of a Target to an egress ATM address, an optional

Tag, and a set of parameters used to set up a Shortcut VCC to forward packets
across subnet boundaries.

Connection Management Creating, maintaining, and terminating VCCs for the purpose of transferring
control information and data.

Data Transfer Forwarding internetwork layer data across a Shortcut.

3.3.1 Configuration

MPCs and MPSs each require configuration. By default, MPOA components retrieve their configuration parameters
from the LECS. MPOA components must be capable of configuration via the LECS, although they may be
administered to obtain their configuration by some other means. Other methods for obtaining configuration may
include manipulation of the MPOA MIB, or through unspecified mechanisms.

3.3.2 Discovery

To reduce operational complexity, MPOA components automatically discover each other using extensions to the
LANE LE_ARP protocol that carry the MPOA device type (MPC or MPS) and ATM address. This information is
discovered dynamically and used as needed. This information may change and must be periodically verified.
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MPCs are not NHCs and do not register host internetwork layer addresses with NHSs using NHRP Registration.

3.3.3 Target Resolution

MPOA target resolution uses an extended NHRP Resolution Request protocol to allow MPCs to determine the ATM
address for the end points of a shortcut. In the following subsections, the protocol is described from the perspectives
of theingress MPC, the ingress MPS, the egress MPS, and the egress MPC.

3.3.3.1 Ingress MPC Perspective

Aningress MPC learns the MAC addresses of MPSs attached to its ELANs from the device type TLVsin LE_ARP
responses. The MPC is required to perform flow detection, based on internetwork layer destination address, on
packets destined for these learned MAC addresses. Additionally, an MPC is permitted to perform other types of
flow detection. An example of thisisif the MPC is co-located with an MPOA host, it may "detect flows" based on
higher-layer information readily available from the host. In addition, the MPC should issue arequest to an MPS from
which it has received an MPOA Trigger (described in Section 4.7.2).

Default forwarding for the MPOA System is via routers. When an MPC becomes aware of a particular traffic flow
that might benefit from a shortcut, the ingress MPC needs to determine the ATM address associated with the egress
device. Note that the terms ingress and egress apply even if both MPCs are part of MPOA hosts. To obtain the ATM
address for a shortcut, the ingress MPC sends an MPOA Resolution Reguest to the appropriate ingress MPS. When
this MPS is able to resolve the MPOA Resolution Request, areply is returned to the ingress MPC that contains an
ATM address of the egress device.

The reply may contain information in addition to the requested ATM address. An example of information that may
be included is encapsulation/tagging to be used for data sent on this shortcut. Note that NHRP is specified in such a
way that only that information requested by the Resolution Request initiator may be included in the reply.

3.3.3.2 Ingress MPS Perspective

The ingress MPS processes MPOA Resol ution Requests sent by local MPCs. The ingress MPS can answer the

request if the destination islocal, otherwise it re-originates the request along the routed path through itslocal NHS.

The ingress MPS uses its internetwork layer address as the source protocol address in the re-originated request. .

This ensure that the reply is returned to the originating MPS. The MPS copies al other fields from the MPOA

Resolution request. In particular, the MPC’s data ATM address is used as the source NBMA address and all TLVs
are copied. The MPS generates a new Request ID for the re-originated request. The MPS must set the S bit in the re-
originated request to zero so that downstream NHSs do not cache the association of the resulting internetwork layer
and ATM addresses.

On receiving a reply to this re-originated request, the ingress MPS restores the Request ID field and source protocol
address to the original values and returns an MPOA Resolution Reply to the ingress MPC.

3.3.3.3 Egress MPS Perspective

When an NHRP Resolution Request targeted for a local MPC arrives at the egress MPS serving that MPC (the MPS,
in this case, is the NHRP "authoritative responder"), the egress MPS sources an MPOA Cache Imposition Request.

The MPOA Cache Imposition Request is generated by the egress MPS and sent to the egress MPC. It is part of a
cache management protocol that serves multiple purposes; the MPOA Cache Imposition Request provides
encapsulation and state maintenance information needed by the egress MPC, while the MPOA Cache Imposition
Reply provides status, address and ingress tagging information needed by the egress MPS to formulate the NHRP
Resolution Reply.

After receiving the MPOA Cache Imposition Reply from the egress MPC, the egress MPS sends an NHRP
Resolution Reply toward the request originator. Additional information requested by the ingress MPC (and included
in the MPOA Cache Imposition Request and MPOA Cache Imposition Reply messages) must be included in the
NHRP Resolution Reply as well.
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3.3.3.4 Egress MPC Perspective

The egress MPC must send an MPOA Cache Imposition Reply for every MPOA Cache Imposition Request. To
formulate its reply, the MPC must determineif it has the resources necessary to maintain the cache entry and
potentially receive anew VCC. If the MPOA Cache Imposition Request is an update of an existing egress cache
entry, the resources are likely available. 1f the MPC cannot accept either the cache entry or the VCC that will likely
result from a positive reply, it sets the appropriate error status and returns the MPOA Cache Imposition Reply to the
MPS. If it can accept this cache entry, the MPC inserts an ATM address and, if present, may modify the MPOA
Egress Cache Tag Extension to be used by the ingress MPC in connection with this shortcut, sets a success status,
and sends the MPOA Cache Imposition Reply to the egress MPS.

In some configurations, it is possible for an egress MPC to receive conflicting next hop forwarding instructions for
the same source ATM address and destination internetwork layer address pair (as described in Appendix 1V). If this
conflict occurs, the MPC must take one of the following actions so that packets are forwarded properly:

1. If thereisan MPOA Egress Cache Tag Extension present, the egress MPC may include an appropriate
tag (unique to the source-destination ATM address pair and internetwork layer destination address) in
the MPOA Cache Imposition Reply.

2. Return adistinct destination ATM address in the MPOA Cache Imposition Reply (thus forcing the
reguesting MPC to open anew VCC).

3. Refuse the cache imposition - indicating in an MPOA Cache Imposition Reply either that additional
shortcuts are not possible or that a shortcut for this particular flow is refused.

While the primary technical reason for including atag is to solve the egress cache conflict referenced above, it is
important to note that tags can also be used to optimize the egress cache lookup. This optimization can be achieved
by providing an index into the egress cache as the tag. When the tag is an index into the cache, the cache searchis
reduced to a direct cache lookup.

3.3.4 Connection Management

MPOA components establish V CCs between each other as necessary to transfer data and control messages over an
ATM network. For the purpose of establishing control VCCs, MPOA components learn of each others existence by
the discovery process described in Section 3.3.2. For the purpose of establishing data VCCs, MPOA components
learn of each others existence by the resolution process described in Section 3.3.3.

3.3.5 Data Transfer

The primary goal of MPOA isthe efficient transfer of unicast data. Unicast data flow through the MPOA System
has two primary modes of operation: the default flow and the shortcut flow. The default flow follows the routed path
over the ATM network. In the default case, the MPOA edge device acts as alayer 2 bridge. Shortcuts are established
by using the MPOA target resolution and cache management mechanisms.

When an MPC has an Internetwork protocol packet to send for which it has a shortcut, the MPOA edge device acts
as an internetwork level forwarder and sends the packet over the shortcut.

3.4 Routing Protocol Interaction

Routing information is supplied to MPOA viathe NHS and its associated routing function. MPSs interact with
NHSs to initiate and answer resolution requests. Ingress and egress NHSs (associated with MPSs) must maintain
state on NHRP Resolution Requests that they have initiated or answered so that they can update forwarding
appropriately if routing information changes. MPSs receive these updates from their co-located router/NHS and
update or purge relevant MPC caches as appropriate. Interactions between an NHS and internetwork layer routing
protocols are beyond the scope of this document.
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3.5 NHRP/ION Interaction

Router-NHS-1
Host-NHC-1 Host-NHC-2

]

ION
IP Subnet-2

/ Router- Router- \ \
/ MPS-1 MPS-2 \ \
EdgeDevice-

s L MPC-2

I

I

:

:

:

:

l
4/ ——-—=

Host
MPC-1

MPOA/LANE -
IP Subnet-3

MPOA/LANE
IP Subnet-1

NHC - Next Hop Client MPC - MPOA Client
NHS - Next Hop Server MPS - MPOA Server

4— == =P Short-cut VCC
Logica Connection

Figure 5 MPOA / ION Interaction

MPOA supports interoperation between MPOA devices and NHRP-only devices. To the NHRP devicesin the ION
domain, MPCs appear to be standard NHCs. As shown in Figure 5, unicast shortcuts can be established between
MPOA devices and NHRP-only devicesin different P subnets. In particular, unicast shortcuts can be established
between MPOA hosts and NHRP-capable hosts and routers, and unicast shortcuts can be established between MPOA
edge devices and NHRP-capable hosts and routers. The one restriction related to MPOA/NHRP interoperability is
that MPOA devices and NHRP (and Classical |P [IPOA]) devices must be on different subnets because intra-subnet
unicast and multicast between MPOA and ION devices are not specified in this document.

3.6 A Day in the Life of a Data Packet

A packet enters the MPOA System at the ingress MPC (MPC 1). The decision process that takes place relative to
each inbound packet at an MPC isoutlined in Figure 8. By default, the packet is bridged via LANE to arouter. If
the packet follows the default path, it leaves the MPOA System viatheingress MPC's internal LEC Service
Interface. However, if this packet is part of aflow for which a shortcut has been established, the ingress MPC strips
the DLL encapsulation from the packet and sends it via the shortcut. The MPC may be required to prefix the packet
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with tagging information (provided to the MPC viatarget resolution process - Section 3.3.3) prior to sending it via
the shortcut.

Default Path
ELAN,
Default Path MPS 1 LIS, etc. MPS2 Default Path
MPC 1 MPC 2

Shortcut
Figure 6 Example of a Day in the Life of a Packet

If no flow has been detected previously, each packet being sent to an MPS istallied by internetwork layer destination
address asit is being sent via LANE. When a threshold (given as a number of packets for a single internetwork layer
address in a fixed period of time) is exceeded, the MPC isrequired to send an MPOA resolution request to obtain
the ATM address to be used for establishing a shortcut to a specific downstream element - most likely an egress
MPC (e.g. MPC 2).

On arriving via shortcut at the egress MPC, a packet is examined and either a matching egress cache entry isfound
or the packet is dropped. If amatch is found, the packet is encapsulated using the information in the egress cache,
and it is forwarded to the higher layer.

Appendix Il provides example scenarios for the data and control flows.
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4. MPOA Specification
[Normative]

MPOA uses a protocol based on the Next Hop Resolution Protocol [NHRP] to manage caches and establish
shortcuts. This section describes the MPOA protocol including all configuration parameters, initial and operating
states, and packet processing procedures. Section 4.1 describes all MPS and MPC configuration parameters and
procedures. Section 4.2 describes the procedure by which MPOA components automatically discover each other.
Section 4.3 describes the generic retry mechanism that MPOA components must use when retrying requests. Section
4.4 describes detailed MPC Behavior, and section 4.5 describes detailed MPS Behavior. Section 4.6 describes a
Keep-Alive protocol by which MPCs detect the death of MPSs to ensure cache consistency. Section 4.7 describes
cache maintenance. Finally, Section 4.8 describes connection management.

4.1 Configuration Parameters

Sections 4.1.1 - 4.1.2.2 describe the MPOA configuration parameters and constants. The granularity for the
parameters and constants described is the same asis given in the tables.

4.1.1 MPS Configuration

Most MPS configuration information (such as what ELANS to operate over) can be derived from the underlying
router configuration. Some additional configuration information is specific to the MPS.

4.1.1.1 MPS Parameters
The following parameters apply to each MPS:

Variable | Name Description and Values

MPSpl | Keep-Alive Time The MPS must transmit MPOA Keep-Alives every MPS-pl seconds.

Minimum=1 second, Default=10 seconds, M aximum=300 seconds.

MPS-p2 | Keep-Alive Lifetime The length of time an MPC may consider a Keep-Alive valid in seconds.

Minimum=3 seconds, Default=35 seconds , M aximum=1000 seconds
(MPS-p2 must be at |east three times MPS-pl)

MPS-p3 | Internetwork-layer Protocols | The set of protocols for which MPOA resolution is supported.
Default ={}.

MPS-p4 | MPSinitial Retry Time Initial retry time used by the MPOA retry mechanism.

Minimum=1 second, Default=5 seconds, M aximum=300 seconds

MPS-p5 | MPSRetry Time Maximum | Maximum retry time used by the MPOA retry mechanism.

Minimum=10 seconds, Default=40 seconds, M aximum=300 seconds

MPS-p6 | MPSGiveUp Time Minimum time to wait before giving up on a pending resolution request.
Minimum = 5 seconds, Default = 40 seconds, Maximum = 300 seconds

MPS-p7 | Default Holding Time The default Holding Time used in NHRP Resolution Replies. An egress
MPS may use local information to determine a more appropriate
Holding Time.

Minimum=1 Minute, Default=20 Minutes, Maximum=120 Minutes

4.1.1.2 MPS Constants
The following constants are used by MPSs.

Page 26 of 234 ATM Forum Technical Committee




MPOA Version 1.1

AF-MPOA-0114.000

Constant

Name

Description and Vaues

MPS-cl

Retry Time Multiplier

Value: 2

4.1.2 MPC Configuration

4.1.2.1 MPC Parameters
The following parameters apply to each MPC:

Variable

Name

Description and Values

MPC-p1

Shortcut-Setup Frame Count

See parameter M PC-p2.
Minimum=1, Default=10, Maximum=65535.

MPC-p2

Shortcut-Setup Frame Time

If an MPC forwards at least MPC-p1 frames to the same target within
any period MPC-p2 viathe default forwarding path, it should initiate the
procedure to establish a shortcut.. The MPC-pl and MPC-p2 parameters
specify a default mechanism for automatically detecting flows in the
absence of other information. Other mechanisms (e.g. RSVP) may be
used in specific cases to override this default.

Minimum=1 second, Default=1 second, Maximum=60 seconds.

MPC-p3

Flow-detection Protocols

A set of protocols on which to perform flow detection.
Default ={}.

M PC-p4

MPC Initial Retry Time

Initial retry time used by the MPOA retry mechanism.

Minimum=1 second, Default=5 seconds, M aximum=300 seconds

MPC-p5

MPC Retry Time Maximum

Maximum retry time used by the MPOA retry mechanism.

Minimum=10 seconds, Default=40 seconds, M aximum=300 seconds

MPC-p6

Hold Down Time

Minimum time to wait before reinitiating a failed resolution attempt.
Thisisusually set to avalue greater than M PC-p5.

Minimum=30 seconds, Default=M PC-p5* 4, Maximum=1200 seconds

4.1.2.2 MPC Constants

The following constants are used by MPCs.

Constant | Name Description and Values
MPC-cl | Retry Time Multiplier Vaue: 2
MPC-c2 | Initia Keep-Alive Lifetime | Keep-Alive Lifetime to use before the first Keep-Alive messageis

received.

Vaue: 60 seconds.

4.2 Device Discovery

Discovery of control addresses of MPOA componentsis an essential part of the MPOA system. It is necessary for
the MPOA Client to know the MAC and ATM addresses of local MPOA Servers so that MPOA Requests may be
sent. The MPOA Server must know if an NHRP Request resolvesto the ATM address of an MPOA Client so that a
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cache imposition may be sent. Finally, MPSs sharing an ELAN must be able to discover each other to facilitate the
forwarding of NHRP messages. To thisend, an MPOA Device Type TLV, defined in Section 5.2.3, isincluded in
the following LANE messages every time they are sent:

+ LE_REGISTER REQUEST

« LE_REGISTER _RESPONSE

« LE_ARP_REQUEST

« LE_ARP_RESPONSE

+  TargetlessLE_ ARP_REQUEST (see 7.1.30 [LANE])

The information carried in the MPOA Device Type TLV includes the type of device (MPS, MPC, MPSIMPC, or
non-MPOA), MPS MAC addresses (if the type is MPS), and the respective control addresses. Each MPOA
component must register the MPOA Device Type TLV with each LEC on whichiit is configured.

4.2.1 Register Protocol

If aLEC is being served by an MPOA Server or Client, it must include the MPOA Device Type TLV inthe LE
REGISTER REQUEST for the relevant MAC addresses. The LEC indicates the type of deviceinthe TLV.

If the LES has no existing entry for the MAC-ATM binding, it must register the new MAC-ATM binding with
MPOA Identification information in its address table. However, if the LES has an existing entry for the specified
MAC-ATM binding, it must overwrite any existing MPOA |dentification with the new MPOA Identification.

If the status of an MPOA device changes, it should request each of its served LECsto send an LE UNREGISTER
REQUESTto the LES for each registered MAC address. After unregistering, the LEC should send an LE
REGISTER REQUEST with the new set of TLVsto the LES for each MAC address.

4.2.2 Address Resolution Protocol

Address resol ution requests and replies sent by a LEC with an ATM address that is associated with an MPOA device
must include the MPOA Device Type TLV (as described in Section 5.2.3). The TLV will indicate whether the
sending MPOA deviceis an MPOA Server, an MPOA client, or both. A LEC receiving an address resolution
request or response must update its MAC-ATM hinding entry to reflect the MPOA Identification TLV.

If the status of an MPOA device changes, it should request each of its served LECs to send a targetless
LE_ARP_REQUEST to the LES for MAC addresses previously included in an address resolution response with the
new set of TLVs.

4.2.3 Implicationsfor Co-Located MPS, MPC and Non-MPOA Devices

A device may have one or more MAC addresses on a LANE LEC which are associated with an MPS or MPC in the
device, and one or more MAC addresses which are not. For example, a device may be both arouter and abridge. It
might have arouter MAC address associated with an MPS, but still respond to other MAC addresses which it is
bridging. Those bridged MAC addresses would not be associated with the MPS. As another example, a bridge with
an MPC might or might not want to associate the MPC with the MAC addressiit uses for SNMP traffic to the bridge,
itself.

Any MPOA device which has a LEC that has a set of MAC addresses associated with an MPC, and a set of MAC
addresses not associated with any MPOA capability must have separate LEC ATM addresses (or sets of ATM
addresses) associated with those two sets of MAC addresses. No LEC ATM address given out with a non-MPOA
MAC address can also be given out for an MPC MAC address. This means that traffic for MPC MAC addresses and
non-MPOA MAC addresses cannot share the same VVCC, but must be carried on separate VCCs. Thisisto alow
other MPOA devices which are performing learning of MAC to VCC/ATM address bindings from LANE data
frames, to determine the correct MPOA capabilities of the MAC addresses learned in this manner.

A router with a LEC that has a set of MAC addresses associated with an MPS, is hot required to use a separate LEC
ATM address for the MPS MAC addresses. Instead it may share the LEC ATM address with MPC or non-M POA
MAC addresses. It may also choose to use a separate LEC ATM address and not share.
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The ability to shareis achieved by including the list of MPS MAC addressesin aDevice Type TLV in LANE control
messages sent pertaining to the LEC ATM address serving the set of MPS MAC addresses. For Requests this means
that the SOURCE-ATM -ADDRESS field contains the LEC ATM address, for Responses this means that the
TARGET-ATM-ADDRESS field contains the LEC ATM address.

Note that if sharing is used, the list of MPS MAC addresses on the given ELAN will be included in LANE control
messages (as defined in Section 4.2) issued for or on behalf of an MPC or non-MPOA MAC address served by that
shared LEC ATM address.

By including an explicit list of MPS MAC addresses in the Device Type TLV, other MPOA devices which are
performing learning of MAC to VCC/ATM address bindings from LANE data frames can determine the correct
MPOA capahilities of the MAC addresses learned in this manner, even if a separate LEC ATM addressis not used
for MPS MAC addresses. All MAC addresses learned that are not in the MPS list, are associated with either an
MPC or as not being MPOA capable, as determined by the capability associated with the VCC.

A device that is performing learning of MAC to VCC/ATM address bindings from LANE data frames is required to
perform at least one LE-ARP on at least one MAC address for every ATM address to which it has a Data Direct
VCC to discover the MPOA capabilities of the device at the other end of the VCC. It does thisto associate the
correct MPOA capabilities with the MAC addressesiit learnsin thisway. This rule meansthat, if aLEC acceptsa
Data Direct VCC from another device, and it has no LE_ARP cache entry for that ATM address, and it then receives
data frames from that device, it must not ssimply learn the source MAC addresses from the frames and populate its
LE_ARP cache with that learned information. It may populate its LE_ARP cache in this manner, but it must, in
addition, issue an LE_ARP for one of those learned MAC addresses, and receive the reply, to find out whether the
associated ATM addressis or is not associated with an MPC or MPS.

Note that these arguments do not prevent an MPS and MPC in the same device from sharing a common ATM
address for their non-LANE control connections. The MPOA packet formats are chosen so that messages for those
two entities cannot be confused. Furthermore, an MPS or MPC may share an ATM address with one used by one or
more of its LECs for MPS/MPC associated MAC addresses.

4.2.4 Change of Device Status

Note that, in order for the MPOA-aware devices to be able to trust just one LE_ARP request or response, a device
must be careful when changing its configuration to start or stop an MPS or MPC, start or stop an associated LEC, or
associate a LEC with, or disassociate a LEC from, an MPS or MPC. There are anumber of ways to notify other
MPOA-aware devices of achange in the configuration of an MPS, MPC, or associated LEC:

1. A LECor MPC or MPS may terminate ELAN membership and/or cease operations for a significantly longer
period than the maximum LE_ARP time-out period (5 minutesin [LANE]). This ensures that information about
the device will age out.

2. A LEC may send one or more Targetless LE_ ARP_REQUESTSs to update other LECs’ MPS/MPC associations.
Such a Targetless LE_ ARP_REQUEST may be sent more than once for reliability, and may be sent each time
an indication (such as an MPOA request sent to a device in which the MPC or MPS is no longer active) is
received that some other device is confused.

3. An MPC (MPS) may respond to an MPOA request with error code 0x86 (0x87), meaning, “this device is no
longer an MPC (MPS).”

Of all these methods, only the first is a reliable means for a device to notify all other devices of a change in its
configuration.

4.3 MPOA Retry Mechanism

MPOA Requests may be retried if a response is not received within a reasonable amount of time. The following
retry mechanism is defined for MPOA components when retrying request messages. While retrying a failed request,
the MPOA component must use the same Request Id that was used in the initial request (if appropriate) . Retries for
failed requests must use the retry procedure as follows: The retry procedure includes an initial time-out of MPS-
p4/MPC-p4 seconds, a retry multiplier of MPS-c1/MPC-c1, and a cumulative maximum time-out of MPS-p5/MPC-

p5. When an MPOA component sends a request, it sets a RetryTimer to the value of MPS-p4/MPC-p4 seconds. If a
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corresponding reply is not received before Retry Timer seconds have elapsed, the MPOA component may send a new
request (retry). Each time aretry is sent, the RetryTimer is set to RetryTimer* MPS-cL/MPC-cl. If the value of
RetryTimer exceeds the Retry Time Maximum (MPS-p5/MPC-p5), the request is considered to have failed.

4.4 Detailed MPC Behavior

The MPC lies between a LANE LEC and its higher layers. Each LEC for which MPOA is enabled is associated with
exactly one MPC. Each MPC serves a set of one or more LECs, and has a single MPC control ATM address. This
address may be the same as an ATM address used by one or more of its LECs. If there are multiple MPCs within a
device, each must serve adisjoint set of LECs, and must use different MPC control ATM addresses. For example,
Figure 7 shows an MPOA edge device with asingle MPC and two LECs.

? ? AN

Bridge to ELAN 1 Bridge to ELAN 2
. _ Layers
|MPC Service Interface 1| |MPC Service Interface 2|

N\ /

MPOA Client (MPC)

|LEC SerV|ceInterface1| Shortcut Interface |LEC SerV|ceInterface2|
Shortcut VCCs

Figure 7 MPOA Edge Device MPC Example

For each LEC on which an MPC is to be enabled, the MPC supplies the LEC with the MPC’s control ATM address
via the MPOA Device Type TLV. Each LEC so notified includes the MPC device type TLV in every LE_ARP
response which indicates to the recipient that an MPC is serving to the responding LEC, and indicates the control
ATM address of the MPC.

The MPC presents the same Service Interfaces to its higher layers as its associated LECs present to it, except that the
MPOA Device Type TLV may be stripped from the information provided to higher layers. An MPC analyzes

packets from the MPC Service Interfaces for flow classification, collects statistics, and redirects appropriate packets

to shortcuts. Non-redirected packets are passed on to the LEC Service Interface corresponding to the MPC Service
Interface over which the packet was received. Packets received from a LEC Service Interface are passed
transparently up to the corresponding MPC Service Interface. The difference between a LANE-capable bridge and
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an MPOA edge device liesin the MPC. Both LANE and bridging are outside the scope of MPOA.. The detailed
behavioral diagram of the MPC is shown in Figure 8. Note that the MPC sees only:

1. Packets sent by the higher layers of the MPC Service Interface destined for a LEC (i.e. the inbound
data flow);

2. Packetsreceived on a Shortcut Service Interface and relayed to the higher layers asif they came from a
LEC (i.e. the Outbound data flow);

Data packets received on a LEC Service Interface destined for the higher layers are passed without examination by
the MPC.
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Figure 8 MPC Data Path Processing Logical Block Diagram

4.4.1 MPC Configuration

MPCs must be capable of obtaining configuration information from an LECS. To obtain this configuration
information, the MPC sends a Configuration Request with a MPOA Device Type TLV identifying the device asan
MPC to the LECS. The LECS uses the same mechanism when mapping Configuration Requests with MPOA Device
Type TLVsto configuration information as it does for standard LEC requests. The LECS may use the MPOA
Device TLV to return only MPC specific TLVs. MPC TLV's may be returned by the LECSin any Configuration
Response. MPC TLVs sent by the LECS override the default values of the corresponding MPC parameters. |f no
MPC TLVs are returned, the MPC must use default or locally configured values.

The MPC may be configured to bypass the configuration phase and use default or locally configured parameters. An
MPC should retrieve configuration over only one of its LECs. MPC TLVs may be returned to a MPC’s LEC during
the LEC's initialization phase. The MPC may use this information without issuing another Configuration Request.

The TLV encodings of MPC configuration parameters are specified in Section 5.2.2.

4.4.2 Inbound Data Flow

All inbound packets (packets sent by the higher layers toward a LEC) are examined to see whether they have the
destination MAC address of an MPS. The MAC addresses of MPSs on ELANSs served by an MPC, and their
associated control ATM addresses, are known to the MPC through the discovery mechanism described in Section
4.2.

If detection is enabled for the protocol in the packet, the MPC examines the internetwork layer destination address of
the packet, and looks up that <MPS Control ATM Address, Internetwork Layer Address> tuple in its ingress cache.

It is important to note that, in a given MPC, more than one <LEC, MPS MAC address> tuple may map to the same
MPS Control ATM address because both the MPS and MPC may be on more than one ELAN, and the MPS may
have a different MAC address on each ELAN. In this instance, LEC refers to a particular LEC co-located with the
MPC. Flow detection and requests, therefore, are on a per <MPS Control ATM Address, Destination Internetwork
Layer Address> pair basis. An implication of this design is that when an MPS receives an MPOA resolution request,
it does not know which of the LEC interfaces the packets related to the request would have arrived on; therefore,
different inbound filters per interface cannot be supported with a single MPS Control ATM Address. To support per
interface inbound filters, a router must use a different MPS Control ATM Address (and therefore a different MPS)
per unique set of inbound filters.

The lookup process described above may be modeled as a two stage process:
1. <LEC, MAC>0O MPS Control ATM Address (from LE_ARP cache).
2. <MPS Control ATM Address, Destination Internetwork Layer Addréss€ache Entry.

The contents of the ingress cache are shown in Table 2.

Table 2 Ingress Cache

Keys Contents
MPS Control | Internetwork Layer Dest. ATM Encapsulation Other information needed for
ATM Address| Destination Addresg Address or VCC| Information control (e.g. Flow Count and
Holding Time)

If the <MPS Control ATM Address, Internetwork Layer Address> tuple is not found in the ingress cache, a new
ingress cache entry is created. The ATM address/VCC field is invalidated, and the “count” field is set to 1 to count
the frame. The frame is then sent on to the LEC for output to the ELAN.
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If the <MPS Control ATM Address, Internetwork Layer Address> tuple is found, but the ATM address/V CC field
does not specify an operational V CC, then the packet is counted in the count field. The frameis then sent on to the
LEC for output to the ELAN.

By the time the count for a given <MPS Control ATM Address, Internetwork Layer Address> tuple exceeds the

configured threshold for number of packets (MPC-pl) sent within a configured time period (MPC-p2), then the MPC

is responsible for sending an MPOA Resolution Request to the MPS to which the packet’'s MAC destination address
is associated, requesting a shortcut. The MPOA Resolution Request, specified in Section 5.3.2.4.6, is very similar to
the NHRP Resolution Request. The main difference is that the source protocol address in the MPOA Resolution
Request may be NULL, since the MPC may not have an internetwork-layer address. The MPOA Resolution Request
also must include an MPOA Egress Cache Tag extension, should include an MPOA ATM Service Category
extension, and may include additional extensions as specified in [NHRP]. Note that during the period of time

between when the threshold has been exceeded and a shortcut has been established, the MPC must limit the number
of MPOA Resolution Requests it sends for the destination as described in Section 4.4.6.1.4.

If the <MPS Control ATM Address, Internetwork Layer Address> tuple is found in the ingress cache, and the ATM
address/VCC field specifies an operational shortcut, then the packet’'s DLL encapsulation is stripped, the packet is
encapsulated in the appropriate internetwork layer encapsulation (as defined in Section 5.1), and the packet is sent
over the specified shortcut. The ingress MPC may receive padded frames. The ingress MPC may strip padding, or
forward the frame with padding included.

4.4.3 Outbound Data Flow

Before an egress MPC can forward any packets, it must have received an egress cache entry from an egress MPS in
an MPOA Cache Imposition Request. When an MPS determines that it must impose an egress cache entry on an
MPC, as described in Section 4.5.2.2, the MPS sends an MPOA Cache Imposition Request to the MPC. The egress
MPC must send an MPOA Cache Imposition Reply for every MPOA Cache Imposition request. To formulate its
reply, the MPC must determine if it has the resources necessary to maintain the cache entry and potentially receive a
new VCC. If the MPOA Cache Imposition is an update of an existing egress cache entry, the resources are likely
available. If the MPC cannot accept either the cache entry or the likely resulting VCC, it sets the appropriate error
status and returns the MPOA Cache Imposition Reply to the MPS. If it can accept this cache entry, it constructs an
MPOA Cache Imposition Reply message. The MPOA Cache Imposition message includes an MPC data ATM
address and a success status. The MPOA Egress Cache Tag Extension may also be included in the reply if it was
included in the Cache Imposition Request. If an MPOA Service Category extension is present in a Cache Imposition
Request, the egress MPC must set the Service Category extension in its Cache Imposition Reply to indicate the
Service Categories supported by the egress MPC. If the MPOA Original Error Code TLV was in the request, the
egress MPC must set it to the value as is set in the Cache Imposition Reply.

For all packets received on a shortcut, the egress MPC searches its egress cache for a matching entry. A cache hit is
defined as a match on two main keys (source/destination ATM address pair, internetwork layer destination address)
and/or one optional key (tag). In the non-tagged case, the source/destination ATM address pair is used as a key
because it is possible for packets for a given internetwork layer destination to be forwarded to different next hops
based on where they came from (see Appendix V).

The specific cache structure and lookup order is implementation dependent. The contents of the egress cache are
shown in Table 3.

Table 3 Egress Cache Without Tags

Keys Contents
Internetwork Layer Source/Dest. ATM Addresses LEC DLL | Other information needed far
Destination Address header control (e.g. Holding Time)

An egress MPC may optionally use a tag for an egress cache entry. The tag may be used as the entire key, or as part
of the key, to locate the relevant egress cache entry for a packet received on a shortcut VCC. The ingress MPC treats
the tag as an opaque data string to be prepended to outgoing data frames.

If there are multiple egress cache entries that use the same source ATM address and internetwork layer destination
address, but different DLL headers, then by using a different tag value for each one a unique key can be determined.
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An dternative method is to use a different destination ATM address, which also resultsin a unique key. An egress
MPC may choose to associate a distinct tag value with every egress cache entry. In this case the egress cache entry
can be determined by using the tag field alone.

Because an explicit indication of the internetworking protocol is not carried in packets using the tagged
encapsulation on shortcut V CCs, an egress MPC must be able to determine the protocol from the egress cache entry
retrieved using the tag. The set of tag values used for different protocol address families, for agiven
source/destination ATM address pair, must therefore be distinct.

Table 4 Egress Cache With Tags
Keys Contents
Internetwork Layer Source/Dest. ATM Tag LEC DLL Other information needed for
Destination Address Addresses header control (e.g. Holding Time)

If an entry matching a packet received on a shortcut is not found in the egress cache, the packet is discarded, the

error is counted, and the egress MPC initiates the Data Plane Purge process described in Section 4.7.2.3. If thereisa

cache hit, but the MAC destination address (from the DLL header) is not present in the LEC’s C6, C8, C27, C30
variables, the egress MPC may continue to forward packets to the bridge as if they came from the LEC interface for
up to 30 seconds to allow normal bridge flooding and learning procedures to occur. If the condition does not change
within the 30 seconds, the egress MPC must invalidate the cache entry and send an MPOA Egress Cache Purge
Request (See Section 4.7.1.6) to the MPS that imposed that egress cache entry.

If the VCC and internetwork layer destination address are in the cache, and the indicated LEC is fully operational,
then the DLL header in the egress cache is attached to the internetwork layer packet, and the resultant frame is
passed to the MPC service interface as if it arrived from the LEC. This DLL header comprises all octets preceding
the start of the internetwork layer packet. The egress MPC may receive both padded and unpadded internetwork
layer PDUs; therefore, the egress MPC may have to add padding to comply with the minimum frame size of the
egress ELAN type.

The DLL header for the 802.3 format requires a length field indicating the length of all fields, starting with the LLC
field, and including the IP packet. Therefore, the egress cache DLL header type is not transparent to the egress MPC.
The egress MPC must parse the egress cache DLL header at least once, to determine that the length field is present,
and must insert the correct value for the length of each outbound packet. Similarly, for inbound packets, the MPC
must parse the frame to find the IP packet and check the validity of the length field, and then must perform the
transformation to the shortcut format.

4.4.4 Cache Management

The ingress and egress caches are completely separate. Creation, deletion, or alteration of an entry in one cache does
not imply any consequences for the other cache.

4.4.4.1 Ingress Cache Entry Creation and Management

An ingress MPC examines all packets destined for MAC addresses that belong to MPSs. When it detects a packet
destined for an internetwork layer destination for which it does not already have a cache entry, it creates a new
ingress cache entry for that internetwork layer destination. When the MPC detects a flow to a given internetwork
layer destination, it sends an MPOA Resolution Request. When an MPOA Resolution Reply is received, the
internetwork layer destination address, destination ATM address, source holding time, and MPOA Egress Cache Tag
Extension (if present) are used to complete the ingress cache entry. If a reply is not received, the MPC should use
the retry procedure defined in Section 4.3.

Any existing VCC may be used for data forwarding if its source and destination ATM addresses match those in the
MPOA Resolution Reply, and the VCC signaling parameters are suitable. Otherwise, the ingress MPC must signal
the creation of a new VCC before the shortcut can be used.
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Ingress cache entries are aged using the source holding time from the latest MPOA Resolution Reply received for the
corresponding internetwork layer destination address. Ingress cache entries may be withdrawn by the ingress MPS or
deleted by the ingress MPC at any time for local reasons.

When an ingress M PC receives an NHRP Purge Request it must stop using the shortcut for packets destined to the
specified internetwork layer destination address. It may issue anew MPOA Resolution Request immediately, or it
may wait and use local information to determine when to query again.

To prevent active cache entries from aging out, ingress MPCs should issue new MPOA resolution requests to refresh
these active cache entries at some time prior to the expiration of the holding time. For example, an MPC may choose
to refresh active cache entries by sending a new resolution request after two thirds of the holding time has expired.

4.4.4.2 Egress Cache Entry Creation and Management

When an MPS determines that it must impose an egress cache entry on an MPC, the MPS sends an MPOA Cache
Imposition Request to the MPC. The MPC uses the cache ID (in the MPOA DLL Header Extension) and the egress
MPS control ATM address as the key to find and/or create an egress cache entry.

Egress cache entries are created with a holding time provided by the egress MPS. The entry must not be used beyond
the egress holding time. If an egress cache imposition with a non-zero holding timeis received for an existing cache
entry, the egress MPC must update the egress cache entry. If an egress cache imposition with a zero holding time is
received for an existing cache entry, the egress MPC must stop using the entry.

An egress MPC may find that it must discard packets received over a shortcut because the egress cache entry has
become invalidated. The details of why a LEC no longer serves a LAN destination, or why an MPC views an egress
cache entry asinvalidated is a matter local to the MPC. An example would be an edge device that incorporates a
bridge running the 802.1D spanning tree protocol, that finds that a packet received over a shortcut is due to be sent
over aport that is not in the forwarding state, or is due to be sent back out the LEC port associated with the shortcut
that the packet arrived on. This situation could occur due to a bridge topology change. Such a change might result in
an edge device no longer being the correct edge device for a given internetwork layer destination address.

The definitions of the configuration and run-time variables controlling a LEC provide the means for specifying these

conditions exactly. The LAN destinations served by a LEC are the union of the LAN destinations in the LEC’s
variables Local Unicast MAC Address(es) C6, Local Route Descriptor(s) C8, Remote Unicast MAC Address(es)

C27, and Remote Route Descriptor(s) C30. Whenever a packet is received over a shortcut, the egress cache entry for
that packet specifies the receiving LEC, and supplies the DLL encapsulation . If this destination MAC Address or
route descriptor is not present in the LEC’s C6, C8, C27, and C30 variables, then the egress cache entry is invalid
and the MPC should initiate a purge.

Note that this follows normal LANE usage for answering LE_ ARP_REQUESTSs. No egress cache entry can be
created if the destination MAC Address or destination Route Descriptor is not in the four LEC variables listed above,
because the LEC would not answer an LE_ ARP_REQUEST for that LAN destination. If the LEC would not answer
an LE_ ARP_REQUEST for the LAN destination, the router would not send that packet to that edge device via
LANE, and hence the MPC has no business forwarding the packet.

If an egress MPC detects that an egress cache entry is invalid, it must inform the MPS that imposed the egress cache
entry as described in Section 4.7.1.6. If the MPC has lost contact with the MPS, it should initiate a Data Plane Purge
as described in Section 4.7.2.3.

445 LAN-to-LAN FlowsWithin the Same MPOA Device

An MPOA device must be able to handle the case where it is both the ingress MPC and the egress MPC for a given
data flow. A simple implementation of this specification would cause the device to set up a VCC to itself. Although
this simple implementation will work correctly, a more efficient implementation may build an internal shortcut and
bypass the ATM network.
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4.4.6 Control Information in MPC Caches

4.4.6.1 IngressCache

The control information required for maintaining ingress cache entries can be further divided into sub groups based
on the function they are serving. The main control functions are State, Connection, Aging, Retry, Usage and Purge.

4.4.6.1.1 Statelnformation

The following isalist of information that is needed to maintain the state of an ingress cache entry. The shortcut state
information is separated from the VCC state information.

«  Shortcut Entry State - Indicatesiif thisis entry isin Resolving/Resolved/Invalid states.

»  Shortcut VCC State - Indicates if the shortcut VCC is Open/Closed.

e Ingress MPS Control ATM Address - This is the address of the ingress MPS to which the MPOA
Resolution Request is sent.

* Last NHRP CIE Code — This is the last CIE code received in a MPOA Resolution Reply. Tracking the
last error aids in debugging.

e Last Q.2931 Cause Value — This is the last cause value received in a Q.2931 Release. Tracking the last
error aids in debugging.

4.4.6.1.2 Connection Information

The packet forwarding function generally uses the VPI/VCI information, but there are other pieces of information
that need to be maintained.

e ATM Address of Egress-MPC - This is the address used as the Called Party Address while setting up a
shortcut VCC.

e Service Category - If an ATM Service Category Extension was received in a MPOA Resolution Reply,
it should be saved to be used while setting up shortcut VCCs.

4.4.6.1.3 Aging Information
The MPOA Resolution Response returns a Holding Time that is the time for which the information returned in the
response is valid. This information is used to age the entry once it is Resolved.

This field can be implemented in different ways; for example, it could be counted down to 0 based on a periodic
timer or it could be set to the time at which this entry should be removed.

4.46.1.4 MPOA Resolution Request Retry

MPOA Resolution Requests may be retried if a response is not received within a reasonable amount of time. These
retries must use the MPOA retry mechanism described in section 4.3. In addition, if the request fails, a new
resolution request for the same flow must not be issued for the duration of the Hold Down Time (MPC-p6).

The following information pertains to retries of MPOA Resolution Requests:

* Request Id - The Request Id that was used in an outstanding request, this must be reused for
subsequent retries.

e RetryTime - This variable tracks the number of seconds that an MPC must wait before retrying a
resolution request.

While attempting to resolve an address, an MPC may decide at any time that a shortcut is no longer needed and
terminate the retry procedure.

4.46.1.5 Usage

There needs to be a count of the usage of a particular ingress cache entry for forwarding packets. This count is used
primarily to do MPOA flow detection, but can also be useful for management and for maintaining lists for recycling
cache entries when the system runs out of memory resources.
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«  Packets Forwarded - Number of packets that were forwarded using this cache entry.

4.4.6.2 EgressCache

The control information contents of an egress cache entry can also be grouped based on the functions they serve. The
different functions are State, Connection, Aging, Usage and Purge.

4.4.6.2.1 Statelnformation

The state information consists of fields that are used to maintain the state of a shortcut. The state information of the
entry is kept distinct from the actual VCC state.

e Shortcut Entry State - This field can be Resolved/Purge/Invalid. Packets received over shortcut VCCs
are forwarded only when the entry is in the Resolved state

* Egress MPS Control ATM Address - Thisfield is used to identify the MPS that imposed this cache
entry. It is used for subsequent communication with the egress MPS for sending Egress Cache Purges.

e Cacheld - Thisinformation is used as a key in combination with the previous field to identify a unique
egress cache entry for cache updates from the egress MPS.

4.4.6.2.2 Connection Information
The information related to shortcut VCCs are stored in these fields.

e Ingress MPC/NHC data ATM Address - The ATM address of the ingress MPC that issued the MPOA
Resolution request for this entry. This address will be the Calling Party Address of an incoming
shortcut VCC Setup Request. This may be used to verify the identity of the sender of packets over the
shortcut VCC.

4.4.6.2.3 Aging Information

Every egress cache entry has a holding time associated with it that was provided in the MPOA Imposition Request
message. Thistime is used to keep an entry in the Resolved State

4.4.6.2.4 Usage Information

It is useful for the management of the device to keep count of the number of packets that were received and
processed using an egress cache entry. In addition this count would be useful to build alist of entries that need to be
purged in case the system is running out of memory resources.

»  Packets Received - This counter isincremented each time a packet is received on a shortcut VCC and
this egress cache entry is used for encapsulating the packet before passing it to the outbound MPC
Service Interface.

4.4.6.2.5 Purgelnformation

There are different reasons for purging entry/entries in an egress cache. The contents of the purge message vary
depending on the purge reason.

»  Egress MPS Control ATM Address - Thisinformation is needed if the MPC fails to receive an MPOA
Keep-Alive message from the egress MPS within its life time. The egress MPC needs to inform the
ingress MPC to purge all ingress cache entries that were imposed on the egress MPC by the failed
egress MPS.
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4.5 Detailed MPS Behavior

Other NHRP
Next Hop Server components
Router
MPOA Server (P |\ POA Clients
LE Client(s
Convergence ©
functions

Figure 9 Router MPS Example

The MPSis acomponent of arouter, asillustrated in Figure 9. An MPS isonly useful in arouter that has an NHS
and interfaces to one or more LECs. The data and control path from the router through the LEC(s) to LANE is
unaltered by MPOA. The MPS does, however, interact with the router, its LEC(s), the NHS, and other MPOA
components. A LEC is associated with asingle MPS.

The router engages in the operation of traditional routing protocols. One or more of the router’s interfaces must use
LANE.

The MPS must be aware of the router’s configuration and forwarding tables to the extent of knowing (or being able
to ask the router) whether a given internetwork layer destination address should be forwarded to a LEC, and which
one. For each LEC and MAC Address on which the MPS is to be enabled, the MPS supplies the LEC with the
MPS'’s control ATM address. Each LEC so notified includes the MPOA Device Type TLV in every
LE_REGISTER_REQUEST, LE_ARP_REQUEST, and LE_ARP_RESPONSE that it sends to indicate to the
recipient that an MPS is connected to the responding LEC and MAC Address, and to indicate the control ATM
address of the MPS.

Having advertised its control ATM address via LE_ ARP LANE control messages, an MPS may receive MPOA
Resolution Requests from MPCs. In addition, in its capacity as an NHS, the MPS/NHS may receive NHRP queries
from NHCs or peer NHSs. The MPS/NHS handles both types of queries.

If the routing and subnet convergence information available to the MPS/NHS indicates that the next hop is a directly
connected MPC, then the Resolution Request is passed on to that LEC's MPC as an MPOA Cache Imposition
Request. Otherwise, the request should be treated as a standard NHRP Resolution Request and forwarded or
answered as indicated in [NHRP].

The MPS must maintain the status of all ingress cache entries (positive MPOA Resolution Replies) and egress cache
entries (positive MPOA Cache Imposition Replies) that it has given to its MPCs. The MPS will generate the reply,
and record the fact of the reply. If the information is later invalidated, a notification will go to the source of the
Resolution Request. A destination may become invalid either because the actual host moved/expired, or due to a
routing change.

45.1 MPS Configuration

MPSs must be capable of obtaining configuration information from an LECS. To obtain this configuration
information, the MPS sends a Configuration Request with a MPOA Device Type TLV identifying the device as an
MPS to the LECS. The LECS uses the same mechanism when mapping Configuration Requests with MPOA Device
Type TLVs to configuration information as it does for standard LEC requests. The LECS may use the MPOA
Device Type TLV to return only MPS specific TLVS. MPS TLVs may be returned by the LECS in any

Configuration Response. MPS TLVs sent by the LECS override the default values of the corresponding MPS
parameters. If no MPS TLVs are returned, the MPS must use default or locally configured values.
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The MPS may be configured to bypass the configuration phase and use default or locally configured parameters. An
MPS should retrieve configuration over only one of its LECs. MPS TLVs may be returned to a MPS’s LEC during
the LEC's initialization phase. The MPS may use this information without issuing another Configuration Request.

The TLV encodings of MPS configuration parameters information are specified in Section 5.2.1.

45.2 MPOA Resolution and NHRP Resolution

Ingress MPC-initiated MPOA Resolution includes a request phase and a reply phase, as shown in Figure 10. The
role of the MPS in the Resolution process can be best described as that of a translator. An ingress MPC sends an
MPOA Resolution Request to the appropriate ingress MPS. This ingress MPS translates the MPOA Resolution
Request to an NHRP Resolution Request and forwards the Request on the routed path to the Internetwork-layer
destination address (via its co-located NHS). When the NHRP Resolution Request arrives at the appropriate egress
MPS, the egress MPS translates the NHRP Resolution Request to an MPOA Cache Imposition Request and sends it
to the appropriate egress MPC. The egress MPC responds to the Cache Imposition Request by returning an MPOA
Cache Imposition Reply to the egress MPS. The egress MPS then translates the MPOA Cache Imposition Reply to
an NHRP Resolution Reply and forwards the reply on the routed path to the ingress MPS address in the NHRP
Resolution Request (via its co-located NHS). When the ingress MPS receives the NHRP Resolution Reply, it
translates the Reply to an MPOA Resolution Reply and returns it to the requesting ingress MPC. At the end of this
process, the ingress MPC is prepared to establish and start using an MPOA shortcut and the egress MPC is prepared
to receive data over the shortcut.

NHRP

Resolution
— Rmueﬂ #

MPOA Ingress Egress \ MPOA Cache
Resolution MPS MPS Imposition
Request
€q / (_ NHRP
Resolution \
MPOA

Reply
Resolution MPOA Cache

/ Reply Imposition \
Ingress Reply Egress

MPC MPC

Figure 10 MPOA Resolution Process

MPOA Resolution Requests and MPOA Resolution Replies are identical in format to corresponding NHRP

Resolution Requests and NHRP Resolution Replies except that a different Packet Type (ar$op.type) is used, as
specified in Section 5.3.2.1. Distinction is required because MPCs are assumed to be associated with edge devices
(i.e. bridges to LANSs). This distinction results in protocol behavioral concerns not present with NHCs. Specifically,
since the MPC does not necessarily have an internetwork layer address, the responding MPS/NHS may not be able to
deliver the reply to the ingress MPC. Consequently, MPOA Resolution Requests are re-originated as NHRP
Resolution Requests by the ingress MPS.

Re-origination ensures that corresponding NHRP Resolution Replies return to their point of origin. With MPS re-
origination, MPOA models MPC-MPS relationships as distributed edge-routing: MPCs (as ATM addressed entities)
are distributed forwarders associated with internetwork layer addressed (router co-resident) NHCs. Re-originated
NHRP Resolution Requests contain the Source NBMA Address of the ingress MPC and the Source Protocol
Address of the router co-resident with the ingress MPS. The original Source Protocol Address (if any) and Request
ID are retained by the ingress MPS to be re-inserted in later conversion of NHRP Resolution Reply to MPOA
Resolution Reply.

It is important that the association of MPC data ATM address and router (MPS) protocol address is not “learned” by
down-stream Next Hop Servers; in particular, if the authoritative responder is itself a non-MPOA NHS, it may
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misdeliver protocol messages (e.g. the NHRP Resolution Reply) to the MPC. Thislearning by NHSs is prevented by
setting the S and D bitsin the NHRP Flags field to 0 in NHRP Resolution Reguests and Replies respectively.

The tranglations required by the MPS are explained in the following subsections.

An MPS has both ingress functions and egress functions. It is possible for an MPS to serve as both the ingress MPS
and egress MPS for establishing and maintaining a particular shortcut. In this case, the resolution processis still
modeled in this specification as an ingress M PS exchanging NHRP messages with an egress MPS through an NHS.
A strict implementation of this model would result in a double translation; however, an actual implementation isfree
to optimize this case as appropriate.

4.5.2.1 Translating MPOA Resolution Requests to NHRP Resolution Requests

When an ingress MPS re-originates an MPOA resolution request as an NHRP resolution request, it maps the tuple
<source Control ATM address, request id> to a unique request id for the re-originated NHRP resolution request.
Thistuple is maintained until an NHRP Resolution Reply is received or the MPS Give Up Time (MPS-p6) has
expired. When an ingress MPS receives an NHRP resolution reply, it must convert it to an MPOA resolution reply
and forward it to the requesting MPC. The Source Control ATM address and destination protocol address are
retained for the Holding Time specified in the NHRP resolution reply so that the ingress MPS can correctly direct
NHRP Purges.

The MPS must forward the reply to the MPC at the source ATM address of the VCC over which the MPOA
resolution request was received (i.e. the MPC control ATM address). The MPS must NOT forward the reply to the
source ATM address contained in the NHRP resolution reply (i.e. the MPC data ATM address). This behavior is
intended to support MPC's which use distinct ATM addresses for control and data.

45.2.2 Trandating NHRP Resolution Requeststo MPOA Cache | mposition Requests

Prior to responding to an NHRP Resolution Request for an MPC, the MPS must impose an egress cache entry in the
egress MPC by sending an MPOA Cache Imposition Request and receiving an MPOA Cache Imposition Reply.

When an MPS receives an NHRP Resolution Request from its co-resident NHS, it checks to see if the router
forwarding tables direct that internetwork layer destination address to one of the LECs known to the MPS. If so, the
MPS communicates with the appropriate router convergence functions (e.g. IP ARP) to determine the DLL header
for frames sent through the LEC to that destination. The MPS must then check with the LEC to see whether the LAN
destination used to reach that internetwork layer destination is served by an MPC. Thisinformation, along with the
ATM address of the MPC, is passed via LANE LE_ARP control framesin the Device Type TLV, and is returned by
the LEC to the inquiring MPS. Once this information is obtained, the MPS converts the NHRP Resolution Request
to an MPOA Cache Imposition Request.

The egress MPS does this conversion by copying all fieldsin the Fixed and Common Header except as follows:

e ar$op.typeis set to 0x80;

* Flagsfield isunused and must be set to zero;

¢ A new Request ID is generated.

e TheHolding Timeis set to at least twice the Holding Time the MPS will set in the corresponding
NHRP Resolution Reply (MPS-p7 or as determined by local information).

e Theprefix length is set or adjusted as appropriate.

In addition, message-specific portions and MPOA Extensions specified in Section 5.3.5 must be initialized. Included
inthisinitialization is building and affixing to the message the MPOA DLL Header Extension . All NHRP
Extensions included in the NHRP Resolution Request must be included in the MPOA Cache Imposition Request as
well. The MPS must retain sufficient information from the original NHRP Resol ution Request to allow subsequent
mapping of MPOA Cache Imposition Reply to NHRP Resolution Reply.

4.5.2.3 Trandating MPOA Cache Imposition Repliesto NHRP Resolution Replies

If the MPS receives a negative Cache Imposition Reply (NAK), it is the co-located NHS'’s responsibility to decide
whether to accept the shortcut itself and return one of its own ATM addresses, or return a negative reply (NAK).
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If a successful reply is received by the MPS, state for detecting routing changes is saved, and the reply passed to the
original source of the Resolution Request. The MPS converts successful MPOA Cache Imposition Repliesto NHRP
Resolution Replies by copying all fields in the Fixed and Common Headers and CIE except as follows:

e a$op.typeissetto 2;

* Flagsfieldisset as specified in [NHRP;

* Request ID isrestored;

» Dedtination Protocol Addressin the CIE is set to the egress MPS protocol address;

¢ Holding Timeisrestored to the value determined (i.e. less than or equal to half the holding time
provided to the E-MPC).

Remaining NHRP Resolution Reply specific fields are filled in as specified in [NHRP].

If the NHRP Reply is generated with an MPC ATM address, the D (Destination Stability) bit must be zero to disable
intermediate caching of the resolution.

The egress MPS must maintain state relative to all valid unexpired MPOA Cache Imposition Requests so that it may
respond appropriately if the routing topology changes. If the cache imposition is successful, the egress MPS must
maintain the mapping of internetwork layer addressto DLL header and ATM address for the duration of the holding
time it provides in the NHRP Resolution Reply asit would if it were forwarding the framesitself. In the case of IP,
for example, the MPS must maintain its |P ARP cache entry in accordance with its locally configured ARP time-out
parameter. If the holding time used in the NHRP Resolution Reply is greater than the IP ARP time-out, the MPS
must re-verify the ARP when its time-out expires for the duration of the Holding Time. If achangeis detected, the
MPS must initiate the appropriate purge procedures.

45.2.4 Trandating NHRP Resolution Repliesto MPOA Resolution Replies

When the ingress MPS receives an NHRP Resolution Reply, the MPS converts this NHRP Resolution Reply to an
MPOA Resolution Reply as follows. The MPS constructs an MPOA Resolution Reply containing the request 1D and
Source Protocol Address copied from the corresponding MPOA Resolution Request. It removesany TLVsit
inserted. ar$op.typeisset to 0x87. All other fields are copied from the NHRP Resolution Reply.

When an I-MPS receives an MPOA resolution request for which it is the logical next hop, it has two choices of what
to do:

1. NAK the request with an NHRP error code 12: "No Internetworking Layer Address to NBMA Address
Binding Exists”, and force the packets to be bridged via LANE.
2. Provide a reply using its own data ATM address.

Note that this will be a likely case when the MPS is in a router that is also the gateway to all off-campus destinations.

4525 MPSto MPSNHRP

During the process of forwarding NHRP messages, an MPS/NHS may discover that the next hop is another MPS on
a common ELAN as described in Section 4.2.

When an NHS co-resident with an MPS determines that a received NHRP message is to be forwarded to another
NHS that is also co-resident with an MPS, the request shall be forwarded to the MPOA Control address of the peer
NHS/MPS. The NHRP message shall be forwarded using AAL5 LLC/SNAP encapsulation as described in [NHRP].

When an MPS determines that the target of an NHRP Resolution Request is another MPS, rather than an MPC, it
must forward the NHRP Resolution Request to that MPS as described above. This may occur when multiple MPSs
share a common ELAN, and one MPS receives an NHRP Resolution Request for an internetwork layer address
belonging to another MPSs on that ELAN.

4.6 Keep-Alive Protocol

MPCs need to know that MPSs that have supplied cache entries are alive and able to maintain those cache entries.
As such, the MPS is required to periodically transmit an MPOA Keep-Alive message to all MPCs for which it has
supplied and is maintaining ingress or egress cache entries. These must be sent every MPS-p1 seconds (subject to
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jitter). The MPOA Keep-Alive may be sent over any LLC/SNAP VCC between the MPS and the MPC. Specificaly,
it may be sent over a point-to-multipoint VCC, including one established specifically for the purpose of transmitting
the Keep-Alive.

The Keep-Alive message contains the control ATM address of the MPS, a Keep-Alive Lifetime value, and a
sequence number. The Control ATM address of the MPS is used to correlate cache entries with a particular MPS.
The Keep-Alive Lifetime, specified as MPS-p2, isthe length of time that a Keep-Alive message is to be considered
valid. If aKeep-Alive message is not received within Keep-Alive Lifetime seconds (specified in the previous Keep-
Alive message), the MPC must consider the MPS to have failed. 1f subsequent Keep-Alive messages received by an
MPC do not have sequence numbers that increase in value, the MPC must assume that the MPS has rebooted and,
therefore, also has failed.

If an MPC detects that an MPS has failed, it must invalidate all cache entries provided by that MPS. Note that there
is no regquirement that a VCC (either point to point or point to multipoint) be maintained between an MPS and MPC.
In practice, the keep-alive traffic itself will typically prevent the VCC from idling out, but this depends on the
relative time-out values. In particular no inference about the state of an MPS should be drawn by an MPC if aVCC
is released over which keep-alive messages were being received. The inference that an MPS is down should only be
drawn after the Keep-Alive Lifetime has expired.

4.7 Cache Maintenance

Ingress and egress cache entries are created through the MPOA resolution process. Once created, these cache entries
must be updated or removed as appropriate. This section describes the mechanisms provided to perform this cache
maintenance.

The following purge mechanisms are used by MPOA components:

1. MPOA Cache Imposition Request from egress MPS to egress MPC to either refresh or purge a cache
entry

2. MPC-Initiated Egress Cache Purge from egress MPC to egress MPS

3. NHRP Purge Request from ingress MPS to ingress MPC

4. NHRP Purge Request sent on the data plane from egress MPC to ingress MPC

4.7.1 EgressCache Maintenance

An MPS must maintain state for all the MPOA and NHRP Resolution Replies and successful MPOA Cache
Imposition Requests that it sources for the duration of the holding time it provides. The holding time provided by
the MPS s viewed as a contract in that the MPS guarantees that, for the duration of the holding time, if the
information it gave to another party changes, it will send a notification (update or purge) to that party. The recipient
of the information is then free to use the information provided by the MPS for the duration of the Holding Time
(unless it detects a change). The items for which an MPS maintains state are called “active cache entries”.

From the perspective of an egress MPS, active cache entries are those for which it has performed a successful MPOA
Cache Imposition Request and answered an NHRP Resolution Request.

4.7.1.1 Egress MPS Purges and Cache Updates

When an egress MPS detects a change for a destination internetwork layer address affecting one of its active egress
cache entries, it must:

1. Send NHRP Purge Requests to the set of affected sources of relevant resolution requests, and
2. Send an MPOA Cache Imposition Request with a holding time of zero to the egress MPCs with
affected egress cache entries.

Or, it must:

1. Send an MPOA Cache Imposition Request with an updated DLL header to the egress MPCs to update
the affected egress cache entries. If a DLL header update is sent, and the corresponding MPOA Cache
Imposition Reply contains any new information (e.g., a new tag, a new data ATM, or different TLVS),
then the MPS must send a purge as described above because the ingress MPC cannot be updated with
an unsolicited resolution response.
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The reasons that a relevant change may occur include:

¢ Routing has changed such that:
e TheegressMPS/NHS is no longer the NHRP Authoritative Responder, so that a received
NHRP Resolution Request would be forwarded to another NHS;
*  The next internetwork layer hop has changed so that a received NHRP Resolution Request
would cause an MPOA Cache Imposition Request to be forwarded to different MPC;
e Theinternetwork layer next hop has changed so that areceived NHRP Resolution Request
would cause an MPOA Cache Imposition Request to be forwarded to the same MPC with a
different DLL header.
e Bridging over LANE has changed such that:
e Theegress LEC has changed so that the shortcut needs to go to a different MPC than
previously given (generally detected by LE_ARP).
¢ An Egress Cache Purge Request has been received from an egress MPC

To update an egress cache entry, the egress MPS sends an MPOA Cache Imposition Request with the same egress
Cache ID that was used on the original Cache Imposition Request and a non-zero holding time.

When an egress MPC receives an MPOA Cache Imposition Request with a Cache ID matching an active egress
cache entry received from the same MPS, it must replace the fields in the current egress cache entry with
corresponding fields in the new MPOA Cache Imposition Request.

To purge an egress cache entry, an egress MPS sends an MPOA Cache Imposition Request with the same egress
Cache ID that was used on the original Cache Imposition Regquest and a zero holding time. The egress MPS may
purge al egress cache entries in an MPC for a given destination protocol address by including the protocol address
in the CIE and omitting the MPOA DLL Header Extension (which would contain the cache ID).

To ensure that correct updates are made in either the case of an update or a purge, the egress MPS must send the
MPOA Cache Imposition Request to the egress MPC using the same VCC (or a V CC originating from the same
egress MPS control ATM address and terminating at the same MPC ATM address) as was used for the original
cache imposition.

Egress cache updates must be sent reliably using the retry mechanism described in Section 4.3.

4.7.1.2 Egress MPC Invalidation of | mposed Cache Entries
An egress MPC must invalidate any imposed egress cache entry for which the holding time has expired.

An egress MPC must invalidate all egress cache entries that originated from an egress MPS with which the MPC has
lost communication, as described in Section 4.6.

If an egress MPC receives a packet on a shortcut, and the corresponding egress cache entry specifiesaMAC

destination address or destination Route Descriptor that is no longer in any of the associated LEC'’s variables (Local
Unicast MAC Address(es) C6, Local Route Descriptor(s) C8, Remote Unicast MAC Address(es) C27, and Remote
Route Descriptor(s) C30), it takes the following actions. The egress MPC may continue to forward packets to the
bridge as if they came from the LEC interface for up to 30 seconds to allow normal bridge flooding and learning
procedures to occur. If the condition does not change within the 30 seconds, the egress MPC must invalidate the
cache entry and send an MPOA Egress Cache Purge Request (See Section 4.7.1.6) to the MPS that imposed that
egress cache entry.

4.7.1.3 Invalidation of State Information Relative to | mposed Cache

An MPS must assume that all egress cache entries imposed by it to an egress MPC with which it has lost all
communication may continue to be used until the Holding Time expires, or until it has sent egress MPS-initiated
cache purges as described in section 4.7.1.1 and must not remove state information relative to these impositions. The
MPS must expire this state information normally and may re-impose egress cache entries associated with remaining
state information on restoration of the connection to the egress MPC.
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4.7.1.4 Recovery From Receipt of Invalid Data Packets

An egress MPC that continues to receive data on a shortcut for which it does not have avalid egress cache entry
must periodically send an NHRP Data Plane Purge Request on that shortcut to the ingress MPC as defined in
Section 4.7.2.3. The frequency of these purges should not exceed one per second per source ATM
address/destination internetwork layer address pair. Thisis required to recover from situations that may arise asa
result of alost cache imposition or incorrect shortcut usage by the remote end.

4.7.1.5 Egress Encapsulation

Cacheimpositions contain DLL encapsulation information as defined in an appropriate Annex to this document (e.g.
- Annex A describes protocol specific encapsulation used for |P and I PX).

4.7.1.6 MPC-Initiated Egress Cache Purge

The MPC-Initiated Egress Cache Purge protocol provides the capability for an egress MPC to notify the egress MPS
when it discovers an invalid egress cache entry. This notification is used by the egress MPS to issue associated
NHRP Purge Requests. The MPC-Initiated Egress Cache Purge Request is most likely used when either the bridge
topology has changed and a destination is no longer behind the same edge device, or the destination has aged out of
the bridge forwarding table for lack of communication.

Information which must be included in an MPOA Egress Cache Purge Request is:

*  RequestID

e Egress MPS Protocol Address

*  Egress MPC Protocol Address or NULL
 EgressMPC DataATM Address

» Dedtination Protocol Address (to purge)
e Dedtination Prefix Length

¢ MPOA DLL Header Extension

e no-reply flag

Upon receiving an MPOA Egress Cache Purge Request, the egress MPS must generate the appropriate NHRP Purge
Request for the entry indicated in the Egress Cache Purge Request.

The no-reply flag (N-bit) is used to indicate whether the egress MPC wishes to receive an MPOA Egress Cache
Purge Reply. It is recommended that the no-reply flag is always set by the egress MPC.

If the no-reply flag is cleared, an MPOA Egress Cache Purge Reply is expected and the MPS must clear the no-reply
field in the associated NHRP Purge Request. When the egress M PS receives the associated NHRP Purge Reply, it
issues an MPOA Egress Cache Purge Reply to the egress MPC. In the Egress Cache Purge Reply, the egress MPS
returns all information provided by the egress MPC in the request.

If the no-reply flag is set in the MPOA Egress Cache Purge Request, the egress MPC does not expect to get an
MPOA Purge Reply. If an egress MPC does not request an MPOA Egress Cache Purge Reply, it is alocal matter to
the egress MPS/NHS whether to request an NHRP Purge Reply.

If the shortcut is between an ingress MPC and an egress MPC, the NHRP Purge Request is sent to the ingress MPS
(identified by itsinternetwork layer address) that re-originated the NHRP Resolution Request after receiving the
original MPOA Resolution Request from the ingress MPC. The ingress MPS then forwards the NHRP Purge
Request to the ingress MPC. Note that multiple ingress cache entries may be invalidated as aresult of asingle
MPOA Egress Cache Purge Request. Thisis because the scope of the NHRP Purge Request includes all entries
covered by the source, destination and internetwork layer destination addresses in the NHRP Purge Request and is
not restricted to the source and destination ATM addresses of the shortcut.
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4.7.2 Ingress Cache Maintenance

4.7.2.1 MPOA Trigger

An MPC must be able to detect inbound data flows and establish shortcuts. In addition, an ingress MPS may detect
inbound data flows and request that ingress M PCs establish shortcuts for them. A trigger mechanism is used such
that the rest of the protocol remains consistent with the M PC-initiated mechanism.

In the event that an ingress M PS determines the need for a shortcut for an inbound data flow, the ingress MPS may
trigger the appropriate ingress MPC into initiating an MPOA Resolution Request for that flow. Thisis done using an
MPOA Trigger that describes the inbound data flow to be shortcut. The ingress MPC must create an ingress cache
entry for the flow, if one does not already exist and if it has the resources to establish another shortcut, and must
respond by initiating MPOA Resolution Requests for the target indicated in the MPOA Trigger.

Aningress MPS must use the MPOA retry procedure defined in Section 4.3 to control the sending of MPOA Trigger
messages (note that the receipt of a corresponding MPOA Resolution Request by the triggering MPS is considered to
be the reply for a given MPOA Trigger message

Information provided in an MPOA Trigger is:

e Ingress MPS Control ATM Address
* Dedtination Internetwork Layer Address and Address Prefix

The meaning and use of these information fieldsis given in the sections below.
Ingress MPS Control ATM Address

This addressis required for an ingress MPC to build an ingress cache entry and identify the inbound datagrams that
will be sent on the shortcut to be established as a result of an MPOA Resolution Request.

Destination Internetwork Layer Address and Address Prefix

The protocol address to be used in the triggered MPOA Resolution Request. This address is also required for an
ingress MPC to build an ingress cache entry and identify the inbound datagrams that will be sent on the shortcut to
be established as aresult of a successful receipt of a corresponding NHRP Resolution Reply. The MPS may indicate
that an address prefix should be requested by adding a CIE with the prefix set appropriately. The use of prefixes at
the MPC is optional, however, and the MPC may issue the resolution request for just the single protocol address.

4.7.2.2 Ingress MPSs and NHRP Purges

When an ingress M PS receives an NHRP purge request, it must send NHRP ingress cache purge requeststo all
relevant MPC's for which it is maintaining ingress state for the purged destination address(es).

If the no-reply flag is clear in the received NHRP purge request (meaning an NHRP purge reply is requested), the
ingress MPS must respond to the NHRP purge request. The ingress MPS should not use the retry procedure, defined
in Section 4.3, to ensure reliable delivery of NHRP ingress cache purge requests to relevant MPCs. If the ingress

M PS expects a response from an MPC, it must clear the no-reply flag in its generated NHRP ingress cache purge
reguest, and use the retry procedure. The ingress MPS may send an NHRP purge reply without waiting for NHRP
ingress cache purge replies from all MPC's.

When processing an NHRP ingress cache purge request, the ingress MPC should not use the received source address
information to decide which entries to purge (see also Appendix V11.2).

4.7.2.3 Data Plane Purge Protocol

Under certain circumstancesit is necessary to send an NHRP Purge Request on the data plane to tell the ingress
MPC or NHC that ingress cache entries are no longer valid.
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The different conditions under which an egress MPC is required to send NHRP Purge Requests over the shortcut are
described below:

Egress MPS Dies: If an egress MPC fails to receive an MPOA Keep-Alive message from an MPS that
has imposed egress cache entries within the MPOA Keep-Alive Lifetime (as
specified in the last received MPOA Keep-Alive message) then it may send NHRP
Purge Requests which invalidate all the cache entries imposed by the failed MPS,
which are currently associated with a shortcut VCC. Alternatively, the egress MPC
may invalidate these cache entries |ocally and send NHRP Purge Requests only when
dataisreceived that uses these entries. |If there is no open VCC to the source ATM
address as specified in an egress cache entry, it is not necessary to establish aVCC
for the purpose of sending an NHRP Purge Request.

Egress Cache Miss: If an MPC receives a packet over a shortcut, but the egress cache lookup fails, the
MPC must send an NHRP Purge Request over that shortcut to inform the ingress
MPC to remove the appropriate ingress cache entry. In this case, the egress MPC
does not know to which MPS to send an Egress Cache Purge request.

Note: An egress cache Miss can occur for several reasons:

1. Destination internetwork layer address not found.

2. Invdid tag.

3. |P/tag/source ATM address not consistent (e.g. tag hit, but wrong destination 1P
address or destination IP hit, but wrong source ATM).

The Data Plane Purge mechanism uses the NHRP Purge Request frame format as described in Section 5.3.11. When
an ingress MPC receives the NHRP Purge Request on the shortcut, it must do the following in this order:
authenticate the NHRP Purge Request if authentication was used, process any vendor private Extensions, process

M POA-specific Extensions, and purge the ingress cache as appropriate. In the case of conflicting information in
Extensions, the previously specified order also specifies the priority for conflict resolution (e.g., do nothing if
authentication fails.)

4.8 Connection Management

This section specifies the procedures for MPOA connection management in their entirety. These procedures are
derived from, and are intended to be compatible with, those described in [RFC 1755], which describes procedures
for establishing and clearing VCCsin a multiprotocol environment. In some casestext from [RFC 1755] is
reproduced here in this specification either unmodified or dightly modified, without an explicit reference that the
text has been taken from that source, but the work done by the authors of that RFC is hereby acknowledged.

4.8.1 Generic VCC Management Procedures

MPOA components must support the use of LLC/SNAP encapsulation for all PDUs. By default VCCs must be
signaled to use LLC encapsulation. The negotiation of other encapsulations, such as the null encapsulation, is not
precluded, but an MPOA component is not required to support any encapsulation other than LLC/SNAP.

Because the connection management procedures use V CCs with LLC encapsulation, many of the procedures are
generic procedures that can be used by any protocol. The same VCC may be used to carry both MPOA control and
data traffic. Also the same VCC may be used to carry both MPOA and non-MPOA traffic, aslong as the non-MPOA
traffic uses LL.C encapsulation. Where the MPOA protocols require specific rules or default values these are
explicitly indicated. Apart from that, the text can be read as applying to any protocol that uses LLC encapsulation in
an MPOA-capable device.

Although LLC encapsulation allows the sharing of a VCC by multiple protocols, it does not require it. Stations can
control the ATM addresses that they advertise for different protocols (using a different ATM selector for example),
forcing separation. Also, when a station is transmitting traffic, it may establish multiple V CCs between the same two
endpoints, each carrying a different protocol, for example.
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Communication between multiple local and remote protocol entities may use asingle VCC if thelocal entities al are
sharing an ATM address and the remote entities are all sharing an ATM address. Such sharing is facilitated by using
LLC multiplexing on the VCC.

The MPOA specification imposes rules on the allocation of ATM addresses within an MPOA device and, as aresult,
on what entities may share aVCC. For example each MPC in a device must use adistinct ATM control address.
Also, the ATM address assignment for LANE Data Direct VCCsiis constrained as described in Section 4.2.3. The
sharing of VCCsis thus always constrained by the overarching ATM address assignment rules. Within those
constraints an implementation is free to allocate the same, or different, ATM addresses to different protocol entities.
For example an MPC may choose to use one ATM address for MPOA shortcut V CCs, and another for LANE LLC
Data Direct VCCs, or it may chooseto use asingle ATM address for both.

Note that there is no necessity to have one particular protocol or protocol suite as a primary owner of aVCC.
Whether there is one protocol that "owns' aVCC and alows sharing, or a separate VCC management entity to which
all protocols make requests as peers, is purely an implementation issue and as such is outside the scope of this
specification. Note that because the V CCs are potentially shared, it is not possible to deduce status information about
aparticular protocol based on status information of a particular VCC. In particular, it is not possible to deduce that a
protocol entity is operational just because a'V CC has been established, as the process or task implementing that
protocol could be non-operational.

4.8.2 Scope of MPOA VCCs

PDUs are sent between MPOA components and also between MPOA components and non-MPOA components, in
particular between MPCs and NHCs that do not also include MPOA functionality. Note that packets transmitted
between MPOA capable routers use NHRP between the co-located NHSs. 1t is possible to mix routers with MPSs
and routers with NHSs in a network. An NHRP Resol ution Request issued by an MPS may be answered by arouter
with an NHS; for example, if the router has directly attached Ethernet hosts, and is the egress router for those hosts,
it may answer the Resolution Request.

An MPOA component must be capable of establishing, receiving and maintaining aVCC to any entity that conforms
to the connection management procedures specified in this document, whether or not that entity isan MPOA
component.

4.8.3 Initiating VCCs

V CCs are established when needed. If an MPOA component has a datagram to send and there is no existing VCC
that it can use, or it chooses not to use an existing VCC, then it establishes aVCC to transfer the datagram. Both
MPCs and MPSs may initiate calls. For example an MPC may initiate a call to transfer an MPOA Resolution
Request, and an MPS may initiate a call to transfer an MPOA Trigger or NHRP Purge Request.

When an MPOA component has a datagram to send, it should first look to see if there isan existing VCC that it can
use. There may be an existing VCC to the correct ATM address that it chooses not to use, for example, dueto a
mismatch in AAL5-SDU sizes or because the additional traffic could violate the Traffic Descriptor used when the
VCC was first established. In some cases, an MPOA component may choose not to use an existing VCC for its own
local purposes, such asto achieve protocol separation. If an MPOA components chooses not to use an existing VCC,
then it must attempt to establish anew VCC.

4.8.4 Receiving Incoming VCCs

When an incoming VCC is established that indicates the use of LLC encapsulation, there is no information conveyed
by the UNI signaling protocol about what protocols will subsequently be used over the VCC. For example, the
originator may use the VCC for control or data traffic or both. Unless limited by resources, MPOA components
should accept all incoming V CCs that indicate the use of LLC encapsulation.

Any form of security checking before incoming call acceptance (e.g. by determining if the calling ATM address
belongsto a set of valid addresses) is outside the scope of this specification. An MPOA component must be prepared
to receive incoming calls originated in the same ELAN or in adifferent ELAN, if it has any mechanism to
differentiate between the two based on the calling party ATM address. Any such mechanism is outside the scope of
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this specification. An MPOA component must not make any assumptions at call setup time about the type of traffic
(e.g. Control or Data) to be used on a VCC based on information as to whether the Calling Party isin the same or a
different ELAN.

4.8.5 Support for Multiple VCCs

MPOA components must be able to support multiple VCCs between peer systems, without regard to which peer
system initiated each VCC. When an incoming call is accepted, an MPOA component must be prepared to receive
incoming PDUs on that VCC. It may also transmit PDUs on that VCC. It must not accept and immediately clear the
incoming call, or ignore PDUs received on the VCC.

Allowing multiple VCCsis primarily intended for cases where the VCCs have different attributes, such as Traffic
Descriptor, Quality of Service requested from the network, or AAL5-CPCS-SDU size. It isrecognized that
independently of these considerations two MPOA components may simultaneously initiate calls to each other,
leading to duplicate identical VCCs. To avoid the wasted resources of unintentional duplicate V CCs, the following
mechanism is defined to alow one VCC to be cleared due to inactivity, with all traffic carried on the other VCC.

When an MPOA component has a datagram to send, and it detects that there are more than one VCC that are capable
of conveying the packet, and that the MPOA component does not wish to use more than one VCC, it should send the
packet on the VCC initiated by the party that has the numerically lower ATM address. In this way both parties will
use asingle VCC, allowing the other VCC to time out due to inactivity. If an MPOA component switches over to use
aVCC inthisway, it may set theinactivity timer to asmall value for the VCC that it does not intend to use, provided
that it was the initiator of the VCC that it does not intend to use. If an MPOA component finds during this process
that there are multiple VCCsiinitiated by the party with the lower value of ATM address, it may choose to use any
one of them.

Specific protocols that use LLC encapsulation may impose more restrictive rules. In particular, a protocol may
mandate that only one VCC be used between a pair of end stations to transfer traffic of that protocol between those
two end stations. Such a per-protocol restriction does not affect the use of multiple VCCs by other protocolsin the
same box, and may coexist in a device that uses protocols that allow multiple VCCs.

4.8.6 Internetwork Layer-to-ATM Address Mapping

MPOA components are not required to support the INATMARP protocol as defined in [RFC 1577]. One reason for
thisisthat MPCs are not required to have any internetwork layer addresses. An MPOA component is not permitted
to learn Internetwork Layer Address-to-ATM Address mappings as aresult of using the INATMARP protocol on
VCCs.

An MPOA component must not learn Internetwork Layer-to-ATM Address mappings by learning from the Source
Protocol and Source NBMA Address fields in an MPOA/NHRP Resolution Request. The only method used to learn
Internetwork Layer Address-to-ATM Address mappings, apart from static configuration, is to issue an MPOA/NHRP
Resolution Request and learn from the MPOA/NHRP Resolution Reply. One reason for thisis that there may be
asymmetrical routes in the network. Another is that the Source Protocol address in an NHRP Resolution Request
may be that of an MPS, and the Source NBMA Address that of a physically separate MPC.

4.8.7 Establishment of Bi-directional Data Flow

When aVCC is established by an ingress MPC to an egress MPC, traffic in the reverse direction (egress MPC to
ingress MPC) may use that same VCC, asdescribed in 4.4.4.1, if the signalling parameters in that direction are
suitable. If desired, an MPOA component can establish a dedicated unidirectional VCC by specifying areturn PCR
of zero.

4.8.8 VCC Termination

There is no regquirement that a V CC be permanently maintained between two MPOA components. Either the Calling
Party or the Called Party may clear the VCC. If aVCC is terminated by the remote party, a station should not
immediately re-establish the VCC unless it has some PDUs to transfer.
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In general, an MPOA component should allow VCCsto idle out based on inactivity. Additionally, an MPOA
component may decide to release the least recently used VVCC to free up resources for anew VCC, or as areaction to
certain error conditions, such as persistent protocol errors due to traffic on a certain VCC.

4.8.9 Useof UNI Signaling Information Elements

MPOA control and data PDUs may be transferred on any suitable VCC. Such aVCC may have previously been set
up to transfer a PDU for anon-MPOA protocol, but that has not yet timed out. If an MPOA component wishes to
setup anew V CC to transfer an MPOA PDU, then the following rules apply with regard to the encoding of UNI
signaling information elements. It is not a requirement that an MPOA PDU be transferred over aV CC that was
established in accordance with the these rules. It is a requirement that an MPOA component be capable of
establishing a V CC according to these rules.

Shortcut data flows, as specified in this version of MPOA, are always carried over point-to-point VCCs. In general,
Control PDUs will also be carried over point-to-point VCCs, but point-to-multipoint VCCs may also be used in
specific cases. An MPOA component must be able to be added as the first or subsequent party of a point-to-
multipoint call. The use of the signaling IEs is the same as that outlined here for point-to-point calls, subject to the
constraints imposed by [UNI 3.0, UNI 3.1 or UNI 4.0]. The main differenceisthat call characteristics, such as
Traffic Descriptor, QoS, or AALS5 Parameters, can only be negotiated between the Calling Party and the first Called
Party. The second and subsequent Called Parties cannot engage in any negotiation. An MPOA component is not
required to be able to initiate point-to-multipoint calls for Control PDUs. Note that the intra-ELAN multicast and
broadcast data flows are handled by the LANE BUS, and are transparent to MPOA. The use of shortcuts for
multicast data flows, i.e. bypassing multicast routers, is not supported in this specification.

To enhance interoperability, an MPOA component must treat as equivalent the presence of a parameter set to anull
or zero value, and the absence of that parameter. All unused and reserved fields must be set to zero on transmission
and ignored on receipt. A received packet that has non-zero values in these fields must not be treated as an error.

4.8.9.1 Traffic Descriptor

All MPOA components must be capable of initiating and accepting VV CCs with the UBR service category. The
support of VCCs with other than the UBR service category is allowed, but not required.

For transferring control messages, an MPOA component should initiate a VVCC with the UBR service category. If an
MPOA component attempts to set up aVVCC using anything other than the UBR service category, for the purposes of
transferring control messages, and the VCC establishment fails as aresult of either the network or the remote party
being unable to support a non-UBR service category, the MPOA component must retry using the UBR service
category.

For shortcuts, an MPOA component must be capable of initiating a VVCC that proposes the UBR service category. It
may propose any service category, but must be prepared to deal with either the network or the remote party rejecting
the call due to being unable to support the proposed non-UBR service category. In this case the MPOA component
should retry using the UBR service category.

The mechanisms by which an MPOA component decides to initiate a VVCC that uses anything other than the UBR
service category, are outside the scope of this specification. Different mechanisms are possible such as monitoring
the data flow, or monitoring or participation in aresource reservation mechanism like RSVP [RSVP].

UNI 3.x Signaling does not provide for ATM Traffic Descriptor or Quality of Service negotiation. UNI 4.0
Signaling does provide for the negotiation of these parameters within an ATM service category, but does not permit
the negotiation of the ATM Service Categories themselves. To determine what ATM Service Categories atarget
station supports, an MPOA component should use the ATM Service Category Extension in advance of VCC
establishment. This capability reduces the probability that a VCC will be rejected because the Service Category
cannot be supported, with the result that the calling party has to try again.

When an ingress MPC sends an MPOA Resolution Request, it should add asingle ATM Service Category
Extension, as specified in Section 4.4.2, to identify the Service Categoriesit supports. If only UBR is supported the
extension should still be added, and will take a zero value. When an egress MPC responds to an MPOA Cache
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Imposition Request with an MPOA Cache Imposition Reply, it should fill in the ATM Service Category Extension to
identify the Service Categories it supports, if the extension was included in the request, as specified in Section 4.4.3.

When an ingress MPC knows, through receipt of an ATM Service Category Extension in an NHRP Resolution
Reply, that the desired Service Category is supported on the target MPC, it may attempt to set up the shortcut with
that Service Category. If the first attempt for the call setup does not succeed, the MPC may attempt with another
Service Category that both ends support. The MPC may attempt to setup a shortcut with the UBR Service Category
at any time.

The PCR used in the ATM Traffic Descriptor should be set to linerate. It may be set to less than line rate as alocal
configuration option. This may be useful if it is known that there are slower speed links in the network, and that
traffic shaping to the slower speed by a device may reduce frame loss. As specified in section 3.6.2.4 of [UNI 3.1],
for best effort traffic, a user need not conform to the signaled PCR, and the network may enforce a PCR different
than the signaled PCR. It is recommended, however, that if auser signals a PCR lessthan line rate that it conform to
the PCR.

The valid combinations of values of the Broadband Bearer Capability, Traffic Descriptor and QoS Class |Es are
defined in Appendix F of [UNI 3.1].

Use
This |E must beincluded in a SETUP message.

Format

Field Value
Forward Peak Cell Rate (CLP=0+1) ID 132
Forward Peak Cell Rate (CLP=0+1) linerate
Backward Peak Cell Rate (CLP=0+1) ID 133
Backward Peak Cell Rate (CLP=0+1) line rate
Best Effort Indication 190

UNI 3.0 consider ations

In UNI 3.0, issues of traffic management were less well understood than in UNI 3.1. UNI 3.0 does not contain a
guide to coordinating the use of the User Cell Rate |E (Traffic Descriptor in UNI 3.1), Broadband Capability |E, and
QoS Parameter |E. It is recommended that the use of these IEsin UNI 3.0 should be the same as for UNI 3.1.

The value for the cause “User Cell Rate” is 51 in UNI 3.0, and 37 in UNI 3.1

UNI 4.0 consider ations

An MPOA component must support the ability to set both the forward and backward frame discard bits. An MPOA
component must use the frame discard capability. This capability may be used with any ATM service category. The
use of frame discard increases throughput under network congestion. An MPOA component must not treat the
reception of an ATM Traffic Descriptor IE which does not indicate frame discard as an error.

Traffic parameter negotiation using the Minimum Acceptable ATM Traffic Descriptor IE is an optional UNI 4.0
feature. If available an MPOA component should use this capability. This capability may be used with any ATM
service category. The use of traffic parameter negotiation allows the calling and called parties to discover the
smallest bandwidth limitation along the path of the connection. With this information a source may then take
measures to reduce the possibility of network congestion. For example a source may then perform traffic shaping
down to the smallest bandwidth, or may perform congestion control at a higher layer on an end to end basis. Even if
the calling party is not capableof using the information about the smallest bandwidth the MinimumAcceptable ATM
Traffic Descriptor IE should be used, as the called partymay be capable of doing so.

When using traffic parameter negotiation with the UBR service category the PCR should be set to link rate in the
ATM Traffic Descriptor IE, and the PCR should be set to zero in the Minimum Acceptable ATM Traffic Descriptor
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IE. Note that the value of zero in the Minimum Acceptable ATM Traffic Descriptor |1E will be treated by the network
as meaning "unspecified", not that zero bandwidth is acceptable.

When progressing a cal the network will adjust the ATM Traffic Descriptor | E to reflect the actual bandwidth
available. The network may drop the Minimum Acceptable ATM Traffic Descriptor |E from the SETUP message, if
it and ATM Traffic Descriptor |E are equivalent. An MPOA component must not treat the reception of a SETUP
message without the Minimum Acceptable ATM Traffic Descriptor |E as an error.

4.8.9.2 QoS Parameter

Class 0 isthe only class allowed when using the UBR Service Category. The use of Classes other than Class 0, is
outside the scope of this specification.

Use
This |E must beincluded in a SETUP message.

Format

Field Vaue
QoS Class Forward 0
QoS Class Backward 0

UNI 3.0 consider ations

In UNI 3.0, the two-bit coding standard field is set to “00”. In UNI 3.1 and later, this field is set to “11” as the ITU-T
has now standardized QoS class 0. MPOA components should treat both values as equivalent.

UNI 4.0 consider ations

UNI 4.0 allows, for some ATM service categories, the signalling of individual QoS parameters for the purpose of
giving the network and called party a more exact description of the desired delay and cell loss characteristics. This
capability uses the End to End Transit Delay IE and the Extended QoS Parameters IE. However UNI 4.0 does not
allow these IEs to be used with the UBR service category, and the only QoS Class allowed for UBR is Class 0. See
Table A9-2 in [UNI4.0] for the allowed combinations of QoS parameters and ATM service categories.

4.8.9.3 AALS5 Parameters

The only AALS5 parameter that may be negotiated is the CPCS-SDU size. This is the maximum number of octets that
may be transferred in an AAL5 frame on that VCC. This includes any Data-Link Layer octets (e.g. MAC and LLC
sub-layers). The term “MTU size” refers to the size of the internetwork layer PDU (e.g. NHRP packet starting with
ar$afn byte, or IP packet starting with the version number field). The MTU size does not include any MAC or LLC
octets.

For MPOA components, the default CPCS-SDU size is 1536 octets. All MPOA components must support initiating
and receiving VCCs that use a CPCS-SDU size of the default size in both the forward and backward directions.

An MPOA component may attempt to negotiate a larger CPCS-SDU size, in accordance with the procedures
specified in Annex F of [UNI 3.1]. When doing so, the proposed value of CPCS-SDU must not be less than the
default size. When an MPOA component proposes the use of a larger size than the default, it must be prepared to
accept the remote party negotiating the value downwards. If an MPOA component receives an incoming call that
proposes a larger value than the default, it must not treat this an error. Instead, it may accept the proposed value if it
can support that, or use a smaller value that must not be less that the default value. The negotiated value is not
restricted to being one of the LANE maximum frame sizes. For example two MPOA hosts could negotiate a size of
65535 bytes. If a remote party negotiates the CPCS-SDU down to a value lower than the default size, an MPOA
component may use choose to use the VCC (performing any necessary fragmentation) or to release the VCC.
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If an MPOA/NHRP Resolution exchange was used to obtain the remote ATM address to which an MPOA
component wishes to set up an SV C, then the desired MTU of the remote party should be known in advance of SVC
establishment, as an MPOA component is required to include a non-zero value for desired MTU size in an MPOA
Cache Imposition Reply. If thereis no explicit indication of MTU size in an MPOA/NHRP Resolution Reply then a
value of 9180 should be assumed as the desired MTU size of the remote party. If LLC/SNAP isto be used on the
SV C then the CPCS-SDU size should be at least 8 bytes greater than the MTU size, to alow space for the
LLC/SNAP header. If the SVC isto be used for data packets using the MPOA tagged encapsul ation the CPCS-SDU
size should be at least 12 bytes greater than the MTU size, to allow space for the MPOA tag and LLC/SNAP header.

If an MPOA/ NHRP Resol ution exchange was not used to obtain the remote ATM address to which an MPOA
component wishes to set up an SV C, then the default CPCS-SDU size appropriate to the type of interface (LANE or
Native ATM) over which the destination is reached should be used. Typically thiswill be the case for SVCsthat are
setup to adjacent Components on the same ELAN/LIS for the purpose of transferring Control PDUs. For an ELAN
the MPOA default value of 1536 should be proposed, independent of the maximum frame size or emulation typein
use on that ELAN. One reason for thisis that many LECs, with different parameters, may be served by asingle
MPC. Thisimpliesthat an edge device that only supports Token-Ring, for example, may be required to send its
control flows over SV Csthat use the MPOA default size. For Native |P over ATM the CPCS-SDU default sizeis
9188 (9180 MTU + 8 LLC/SNAP). Thusfor exampleif an MPS s setting up an SV C to a next hop NHS reached
over aNative ATM interface it should propose a CPCS-SDU size of 9188.

The CPCS-SDU sizes that an MPOA edge device will wish to use are determined by the maximum frame sizes of the
LAN media attached to the edge device. An MPC is not required to do fragmentation of internetwork layer packets.
If after an exchange of NHRP packets an MPC determines that to meet the MTU capabilities of the remote party it
must perform fragmentation, it may choose to keep using the default hop-by-hop LANE path and not establish a
shortcut. An intermediate router will perform any necessary fragmentation. Note that if possible all hostsin an
MPOA network, both LAN and ATM attached, should use mechanisms such as Path MTU Discovery to reduce or
eliminate the requirement for the network to fragment packets, as the inefficiencies due to performing fragmentation
may be significant.

For MPOA, the AALS adaptation layer |E must always contain values for both the Forward and Backward CPCS-
SDU sizes, and the | E itself must be included in both SETUP and CONNECT messages. The requirement to include
the AALS adaptation layer IE ina CONNECT message is an additional requirement over the Annex F of [UNI 3.1]
procedures, but is required by [RFC 1755].

The SSCS type parameter should be omitted. If present it must be coded to indicate the null SSCS (a value of zero).
An MPOA component must treat the presence of this parameter with a zero value, and the absence of the parameter
as equivalent.

Use

This |E must be present in both SETUP and CONNECT messages.
Format

Field Vaue

AAL Type 5

Forward Max SDU Size ID 140

Forward Max SDU Size as desired

Backward Max SDU Size ID 129

Backward Max SDU Size as desired

UNI 3.0 considerations
For UNI 3.0, the mode parameter should be omitted. If included it should be set to 1 to indicate message mode. This
parameter must be ignored by an MPOA component. For UNI 3.1 and later the mode parameter isillegal.

The value for the cause “AAL Parameter Cannot be Supported” is 93 in UNI 3.0 and 78 in UNI 3.1. (Note that the
value of 78 for this error indication in UNI 3.1 is an error and the correct value should have been 93).
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M POA & NHRP-only inter oper ability consider ations

If aNHRP-only Component does not support CPCS-SDU size negotiation then it will not be possible to establish an

SVC between it and an MPOA component that does not support the NHRP default size. This situation may be

recognized if an MPOA component initiates an SVC that gets rejected with the error code for “AAL5 parameters
cannot be supported”, or an MPOA component accepts an incoming call but negotiates the CPCS-SDU value down,
and then finds that the call is immediately released by the remote party, with the same error code. An MPOA
component should recognize this situation and stop attempting to establish a VCC to those Components that exhibit
this behavior.

4894 B-LLI

The purpose of the B-LLI IE is to provide a means to be used for compatibility checking by an addressed entity. It
specifies the layer 2 and/or layer 3 protocol, and thus the encapsulation, that the calling party plans to use on the
VCC being established.

LLC/SNAP encapsulation is the default encapsulation for MPOA, and this encapsulation must be implemented by all
MPOA components. The use of B-LLI negotiation is allowed, but is not required. An MPOA component must

include a B-LLI IE in a SETUP message encoded as shown in the table below. The layer 2 information indicates
LLC and there is no layer 3 information.

An MPOA component may implement B-LLI negotiation procedures as defined in Annex C of [UNI 3.1]. In this

way an encapsulation other than the default may be negotiated and used. An example of an alternative encapsulation
is the null encapsulation (VCC-multiplexing), as described in [RFC 1483], where an internetwork layer packet is
carried in the AAL5 CPCS-PDU payload, with no Data-Link Layer information included. Up to three instances of

the B-LLI IE may be included in a SETUP message. The order of appearance of the B-LLI IEs indicates the order of
preference, i.e. most favored B-LLlI is first. If this negotiation is used, one of the B-LLI IEs must indicate the use of
LLC, as described above. An MPOA component receiving a SETUP must not assume that the B-LLI IE indicating
LLC is the first or only B-LLI IE in the SETUP message. This applies even if the MPOA component does not

support the use of any encapsulation other than LLC/SNAP. This allows a station that proposes negotiation to
interoperate with one that does not.

A single B-LLI IE may be included in the CONNECT message. If it is not included, it means that the called party
accepts the first (or only) B-LLI IE in the SETUP message. If it is included, it means that the called party is
explicitly indicating the B-LLI IE it is accepting.

Use
This IE must be used in a SETUP message. It may be used in a CONNECT message.

Format

Field Value

Layer 2 1D 2

User Information Layer 2 Protocol 12 LAN LLC (ISO 8802/2)

4.8.9.5 Broadband Bearer Capability

An MPOA component must support the use of both BCOB-C and BCOB-X. It must be able to signal either
capability, and receive an incoming call that uses either capability. If the call is rejected due a problem with the
bearer capability (causes 57 - not authorized, 58 - not presently available, or 65 - not implemented), it should retry
using the other value.

When a user specifies BCOB-C, the user is requesting more than an ATM-only service. The network may look at the
AAL and provide service based on it. When the user specifies BCOB-X, the user is requesting an ATM-only service
from the network, and the network shall not process any higher layer protocols (e.g. AAL protocols). Note that in

UNI 4.0 the frame discard feature can be used with both BCOB-C and BCOB-X.
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This specification recommends that BCOB-X be the default, with BCOB-C used when configured to do so, or when
acall using BCOB-X failed due to the causes listed above.

Appendix F of [UNI 3.1] specifies additional rules for the encoding of this IE, that supplement those specified in
section 5.4.5.7 of [UNI 3.1]. Note that octet 5a must be absent if BCOB-C is used.

Use

This |E must be present in a SETUP message.

Format

Note: the table shows the default value, not the only valid one

Field Value
Bearer Class 16 (BCOB-X)
Traffic Type 0 (no indication)

Timing Requirements

0 (no indication)

Susceptihility to Clipping

0 (not susceptible)

User Plane Connection Configuration

0 (point to point)

4.8.9.6 ATM Addressing information
Addressing information is conveyed using the following I Es:

e Cadling Party Number
e  Cadled Party Number
e Cdling Party Subaddress
e Cadled Party Subaddress

An MPOA component must support the use of private ATM addresses, and must support the use of all three formats
of private ATM addresses (DCC format, ICD format, E.164 format). An MPOA component may support the use of
Native E.164 ATM addresses (for which thereisasingle format). The control ATM address of an MPOA
component must be a private ATM address.

An MPOA component is not required to support the use of the Calling Party Subaddress or Called Party Subaddress
IEs. These |Es are used to carry a private ATM address across a public network that supports only Native E.164
Addresses. LANE does not require the use of the Calling Party Subaddress or Called Party Subaddress | Es and
MPOA makes no additional requirementsin thisregard. An MPOA component may support the use of the Calling
Party Subaddress or Called Party Subaddress IEs.

Use

The Calling Party Number and Called Party Number |Es must be used in a SETUP message. The Calling Party
Subaddress and Called Party Subaddress | Es may be used in a SETUP message.

Format

The formats for private ATM addresses are shown. The coding of Calling/Called Party Number using Native E.164
ATM addresses and the coding of the Subaddress |Es are as defined in [UNI 3.1].

Calling Party Number

Field Vaue

Type of Number

0 (unknown)

Addressing/Numbering Plan
Identification

2 (ATM endsystem address)
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Presentation Indicator

0 (presentation allowed)

Screening I ndicator

1 (user provided verified & passed)

Address Octets

address value

Called Party Number

Field

Vaue

Type of Number

0 (unknown)

Addressing/Numbering Plan
Identification

2 (ATM endsystem address)

Address Octets

address value

UNI 3.0 consider ations

In UNI 3.1, the ATM Endsystem Address type was introduced to differentiate ATM addresses from OS| NSAPs. In

UNI 3.0, ‘ATM Endsystem Address’ is not a valid type. Therefore, in the Called and Calling Party Subaddress IEs,
the three-bit ‘type of subaddress’ field must specify ‘NSAP’ (value = 001) when using the Subaddress IE to carry
ATM addresses.
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5. MPOA Frame Formats
[Normative]

5.1 Encapsulation

5.1.1 Data Frame Encapsulation

By default, MPOA uses LLC encapsulation for al data flows in accordance with the rules defined in [RFC 1483].
The default shortcut data encapsulation isthe RFC 1483 LL C Encapsulation for Routed Protocols, shown in Figure
11. MPOA dlows the negotiation of alternative encapsulations (e.g. Null Encapsulation) using the B-L L1
negotiation procedures defined in ATM Signalling [UNI 3.0,UNI 3.1, UNI 4.0]. All MPOA devices must be able to
use the default encapsulation for all data flowson all VCCs. Negotiation of other encapsulationsis optional.

MPOA also allows the optional use of the MPOA Tagged Encapsulation shown in Figure 12 for dataflows. The
format for tagged packets consists of an 8-byte LL C/SNAP header, a 4-byte tag field, and the Internetwork layer
packet. Thetag field must be used to determine the Internetwork layer protocol type of the packet which follows.
There may be amix of tagged and non-tagged packets on a VCC.

0 1 2 3
01234567890123456789012345678901
i S i S S S s i S S S e s S it Sty S S RS

| OxAA | OXAA | 0x03 | 0x00 |
B T i i s i S i S S i S SR S S
| 0x00 | 0x00 | Et her Type |

B T i i s i S i S S i S SR S S
| Internetwork Layer PDU (up to 2716 - 9 octets) |
B T i i s i S i S S i S SR S S

Figure 11 RFC 1483 LLC Encapsulation for Routed Protocols

0 1 2 3
01234567890123456789012345678901
B T i i s i S i S S i S SR S S
| OxAA | OXAA | 0x03 | 0x00 |
B T i i s i S i S S i S SR S S
| 0x00 | 0x00 | 0x884C |
B T i i s i S i S S i S SR S S
| MPQA Tag |
B T i i s S S i i s S S S S S S S
| Internetwork Layer PDU (up to 2716 - 13 octets) |
B T i i s i i S S T T ai i SN S S S SR

Figure 12 MPOA Tagged Encapsulation for Routed Protocols

5.1.2 Control Frame Encapsulation

By default, MPOA uses LLC encapsulation for all control flows as defined in [NHRP] and shown in Figure 13.
MPOA allows the negotiation of alternative encapsulations (e.g. Null Encapsulation) using the B-LLI negotiation
procedures defined in ATM Signalling [UNI 3.0,UNI 3.1, UNI 4.0].
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2 3

01234567890123456789012345678901
T S T S S S e T T S S e e e T T T s S S S S S

| OxAA

| OxAA

0x03 | 0x00

B T S S S s S S e e e S T T T S S S S S

| 0x00

| OX5E

0x00 | 0x03

B ik i T I T e e S ik ol I TR R S R e S e e i ol i i i
MPOA PDU (up to 2716 - 9 octets) |
B ik i T I T e e S ik ol I TR R S R e S e e i ol i i i

5.2 LANE TLVs

Figure 13 MPOA Control Frame Encapsulation

5.2.1 MPSConfiguration TLVs
Thefollowing TLVs may be used to change the default values for MPS parameters.

TLV Name Type Length | Vaue
Keep-Alive Time 00-AQ0-3E-1D | 2 MPS-plin seconds
Keep-Alive Lifetime 00-AO0-3E-1E | 2 MPS-p2 in seconds
Internetwork-layer Protocols | 00-AO-3E-1F | 8 MPS-p3 encoding:
Control (1 octet):
0x00=DISABLE MPOA Resolution support for
the protocol.
0x01=ENABLE MPOA Resolution support for
the protocol.
Short protocol (2 octets):
(Encoded as specified in [NHRP]).
Long protocol (5 octets):
(Encoded as specified in [NHRP)]).
Note: Multiple Internetwork-layer Protocol TLVs may
be present.
MPS Initial Retry Time 00-A0-3E-20 | 2 MPS-p4, in seconds.
MPS Retry Time Maximum | 00-AO0-3E-21 | 2 MPS-p5, in seconds.
MPS Give-up Time 00-A0-3E-22 | 2 MPS-p6 in seconds
Default Holding Time 00-A0-3E-23 | 2 MPS-p7, in seconds.

5.2.2 MPC Configuration TLVs

Thefollowing TLVs may be used to change the default values for MPC Parameters.
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TLV Name Type Length | Vaue

SC-Setup Frame Count 00-AQ0-3E-24 | 2 MPC-pl

SC-Setup Frame Time 00-A0-3E-25 | 2 MPC-p2 in seconds
Flow-detection Protocols 00-AO0-3E-26 | 8 M PC-p3 encoding:

Control (1 octet):

0x00=DISABLE flow detection for the protocol

0x01=ENABLE flow detection for the protocol.
Short protocol (2 octets):

(Encoded as specified in [NHRPY]).

Long protocol (5 octets):
(Encoded as specified in [NHRPY]).
Note: Multiple Flow-detection Protocols TLVs may be

present.
MPC Initial Retry Time 00-AQ0-3E-27 | 2 MPC-p4, in seconds.
MPC Retry Time Maximum | 00-A0-3E-28 | 2 MPC-p5, in seconds.
Hold Down Time 00-A0-3E-29 | 2 MPC-p6, in seconds.

5.2.3 DeviceType TLV

The MPOA Device Type TLV contains two to five sub-fields, depending on the device, within the value field, as
shown below. One sub-field identifies the type of MPOA device (server or client). The other sub-field specifies the
ATM address of the MPOA device using UNI 4.0 encoding.
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TLV Name Type Length | Vaue

MPOA Device Type 00-A0-3E-2A | N MPOA DEVICE TYPE (1 octet)

0 == Non-MPOA device

1==MPOA Server

2 ==MPOA Client

3==MPSand MPC

4-255 undefined (reserved for future use)
Number of MPS MAC Addresses (1 octet)

Thisfield is always present.

Usage depends on device type, as follows:

devicetype |use

0 | must be zero (i)

1 | may be zero or non-zero (ii)
2 | must be zero (iii)

3 | must be non-zero (iv)

MPS Control ATM ADDRESS (20 octets)
Present only for device types 1 and 3.

(Private ATM address format. See UNI 4.0
sec. 3.0 for encoding)

MPC Control ATM ADDRESS (20 octets)
Present only for device types 2 and 3.

(Private ATM address format. See UNI 4.0
sec. 3.0 for encoding)

MPS MAC Addresses (Variable length)

(i) all MAC addresses served by the ATM address are non-MPOA MAC addresses.

(ii) if zero, then all MAC addresses served by the ATM address are MPS MAC addresses; if non-zero all MAC
addresses served by the ATM address are non-MPOA MAC addresses except for those enumerated in the MAC
address list, which are MPS MAC addresses.

(iii) all MAC addresses served by the ATM address are MPC MAC addresses.

(iv) all MAC addresses served by the ATM address are MPC MAC addresses except for those enumerated in the
MAC address list, which are MPS MAC addresses.

5.3 Frame Formats

The encapsulation used for MPOA control messages is the same as is defined for NHRP control messagesin
[NHRP].

MPOA specifies the following control messages:

MPOA Resolution Request

MPOA Resolution Reply

MPOA Cache Imposition Request
MPOA Cache Imposition Reply
MPOA Egress Cache Purge Request

grwODNPE
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6. MPOA Egress Cache Purge Reply
7. MPOA Keep-Alive
8. MPOA Trigger

These messages reuse the NHRP packet formats. The NHRP packet type values 0x80 - 0x100 are administered by
IANA. MPOA control messages use the values 0x80-0x87.

MPOA also uses the following NHRP control messages between MPCs and MPSs:

1. NHRP Purge Request
2. NHRP Purge Reply

5.3.1 MPOA CIE Codes

The following codes are defined for use in MPOA messages (in addition to those defined in NHRP). These codes
may be used as deemed appropriate by MPOA components.

Table5 MPOA CIE Codes

Code Meaning

0x00 Success

0x81 I nsufficient resources to accept egress cache entry.

0x82 I nsufficient resources to accept shortcut

0x83 I nsufficient resources to accept either shortcut or egress cache entry.
0x84 Unsupported Internetwork Layer protocol

0x85 Unsupported MAC layer encapsulation

0x86 Not an MPC

0x87 Not an MPS

0x88 Unspecified/other

5.3.2 Control Message For mat

Each MPOA control message is conveyed using the NHRP packet format. NHRP Extensions may be included in
each MPOA control message to convey additional information.

5.3.2.1 Fixed Header
Each MPOA control message has the same Fixed Header as an NHRP packet.

0 1 2 3

01234567890123456789012345678901
e o T S S S e e i i R S T e S s e e ol S o e e
| ar$afn | ar$pro.type |
e o T S S S e e i i R S T e S s e e ol S o e e
| ar $pro. snap |
e o T S S S e e i i R S T e S s e e ol S o e e
| ar$pro.snap | ar $hopcnt | ar $pkt sz |
e o T S S S e e i i R S T e S s e e ol S o e e
| ar $chksum | ar $ext of |
e o T S S S e e i i R S T e S s e e ol S o e e
| ar$op.version | ar$op. type | ar $sht | | ar $sst | |
e o T S S S e e i i R S T e S s e e ol S o e e

ar$op.version is set to 0x01 (NHRP).
Packet type values (ar$op.type) are assigned for MPOA control messages as follows.
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ar$op.type M POA Control M essage
0x80 MPOA Cache Imposition Request
0x81 MPOA Cache Imposition Reply
0x82 MPOA Egress Cache Purge Request
0x83 MPOA Egress Cache Purge Reply
0x84 MPOA Keep-Alive
0x85 MPOA Trigger
0x86 MPOA Resolution Request
0x87 MPOA Resolution Reply
0x88 MPOA Error Indication

Other fields in the Fixed Header must be set in conformance with NHRP.

5.3.2.2 Common Header

Each MPOA control message has the same Common Header as an NHRP packet.

The Common Header is as follows:

0 1 2 3

01234 67890123456789012345678901
e +-+-+-+-+-+-+-+-+ e o T e e R e i
| Src Proto Len | Dst Proto | Fl ags |
R o S e R R T T e e e E e o
| uest ID |
i et R e e o o o it it e SRR TN
| Source NBMA Address (variable | ength) |
e e t e e e s o o e b I N R
| Source NBMA Subaddress (variabl e | ength) |
i T e L R e e o o o i e e e s
| Source Protocol Address (variable |ength) |
e e t e R e e o i o it SN SR SR
| Destination Protocol Address (variable |ength) |
i e L R e S o e e S E C R C o ok o ok

The Common Header specifies the sender's NBMA (ATM) and internetwork layer address and the receiver’s
internetwork layer address. Some exceptions exist in the context of certain MPOA control messages as described in
the section for each message.

For consistency, al fields of the Common Header should be filled in as specified by NHRP, even though in some
cases the receiving station may ignore some of them.

5.3.2.3 Client Information Element
MPOA control messages may have the same Client Information Elements as an NHRP packet.

The CIE has the following formet:
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0 1 2 3
01234567890123456789012345678901
B S T i T S S e T S S s S S Sy S S

B e i o i I e e S I T it oI i S S e S T o o =
Client Protocol Address (variable |ength) |
B e i o i I e e S I T it oI i S S e S T o o =

+-

| Code | Prefix Length | unused |
B ik i o Tk ST R S TR R R S I TR R I i S TR R S i s s st T S SR R
| Maxi mum Transm ssi on Unit | Hol di ng Ti ne |
B i i o ik ST O S S S I e I T e R e T i sl s S TR N S S
| Ci Addr T/L | di SAddr T/L | di Proto Len | Preference |
B i i o ik ST O S S S I e I T e R e T i sl s S TR N S S
| Client NBVMA Address (variable |ength) |
B ik i o i ST e e e S I e i R S R s T i sT S S SRR SN S S
| Client NBVA Subaddress (variable |ength) |
+-

L.

The usage of the CIE for each message-specific part is described in the section for each message.

5.3.2.4 Extensions

MPOA control messages may have the same Extensions as an NHRP packet, such as Route Record, NHRP
Authentication and Vendor Private Extensions.

All MPOA Extensions, summarized in the following table, use the NHRP Extension format.

Table6 MPOA Extensions

Type M POA Extension
0x1000 MPOA DLL Header Extension
0x1001 MPOA Egress Cache Tag Extension
0x1002 MPOA ATM Service Category Extension
0x1003 MPOA Keep-Alive Lifetime Extension
0x1004 MPOA Hop Count Extension
0x1005 MPOA Origina Error Code Extension
0x1006 MPOA Authentication Extension

5.3.24.1 MPOA DLL Header Extension

The MPOA DLL Header Extension is used to convey Data-Link Layer Header information [including MAC
destination address, MAC Source Address, Route Information Field (in the case of 802.5 Token Ring), Ethernet
Type (in the case of Ethernet), or LLC Header (in the case of |EEE 802)].

The MPOA DLL Header Extension format is as follows:

0 1 2 3
01234567890123456789012345678901
R o o S e e e i i T S T e e e S s ot i S S NI S
1] 0] Type = 0x1000 | Lengt h |
R o o S e e e i i T S T e e e S s ot i S S NI S

Cache 1D |

Bl T T i e i e e R e o E S h ok T S
ELAN I D |

Bl T T i e i e e R e o E S h ok T S
DH Length | DLL Header (variable |ength) |
T T i T S e e et R et ok o o o I S

+
|
+
|
+
|
+
|

Cache ID specifies the egress MPS's ID for an egress cache entry. A value of zero for the cache ID is not allowed.
ELAN ID specifies a LANE ELAN ID.
DH Length specifies the length of the DLL header.
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DLL header is used to specify Data-Link Layer Header information.
The specific usage of this Extension is described in the appropriate section for each message.

5.3.2.4.2 MPOA Egress Cache Tag Extension
The MPOA Egress Cache Tag Extension is used to convey egress cache tags.

The MPOA Egress Cache Tag Extension format is as follows:

0 1 2 3
01234567890123456789012345678901
R e i T e R R e ik soik S I TR R S S e S S e i i o STt S e
0] Type = 0x1001 | Length |
R e i T e S e i sk ST S I e e e e i T s st ST S TR SRR e
Tag |
R e i T e S e i sk ST S I e e e e i T s st ST S TR SRR e

o
+— +

+
|
+
|
+

Thetag isa 32 bit value chosen by the egress MPC. A value of zero for the tag is not allowed
The specific usage of this Extension is described in the appropriate section for each message.

5.3.24.3 MPOA ATM Service Category Extension

The MPOA ATM Service Category Extension is used to convey the set of Service Categories supported by the
sender.

The MPOA ATM Service Category Extension format is as follows:

0 1 2 3
01234567890123456789012345678901
R e i T o T S e e b ik T T TR S S e S e el ol TR S S S S
| O] Type = 0x1002 | Length |
R R i i I I R e S R T S i el I R L e S S e R e s i st it &
Servi ce Category |
B ik i T i T e e S i o it T O TR SR S R SR i S S it oI S

o

—+—+

Service Category has precisely the same syntax and semantics defined in the corresponding LANE TLV [LANE].
The specific usage of this Extension is described in the appropriate section for each message.

5.3.2.4.4 MPOA Keep-Alive Lifetime Extension

The MPOA Keep-Alive Lifetimeis used to convey the duration of time that a Keep-Alive message may be
considered valid.

The MPOA Keep-Alive Lifetime Extension format is as follows:

0 1 2 3
01234567890123456789012345678901
B ik i T i T e e S i o it T O TR SR S R SR i S S it oI S
| O] O] Type = 0x1003 | Length |
B ik i T i T e e S i o it T O TR SR S R SR i S S it oI S
| Keep-Alive Lifetine |

B ik sl T I TR S S S R R

5.3.24.5 MPOA Hop Count Extension

This extension is used to convey the hop count limit for forwarding internetworking packets. It is used for
internetworking protocols that use a hop count field that counts up (e.g. the transport control field in PX) and not
down (e.g. the TTL field in IP). In order to be forwarded over a shortcut VCC the internetworking layer packet must
contain a hop count that is less than the value specified in the hop count extension.

The MPOA Hop Count Extension format is as follows:
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1 2 3
12345678901234567890123456789¢01
B e i T o R S e I ik o it TIE R S R e e e e R ol o
0| 0] Type = 0x1004 | Length |
R e i T e R R e ik soik S I TR R S S e S S e i i o STt S e
Hop Count |
R e i T e S e i sk ST S I e e e e i T s st ST S TR SRR e

[eoNe)

+
|
+
|
+

5.3.2.4.6 MPOA Original Error Code Extension

This extension may be included in any MPOA message. Its purpose is to preserve the original MPOA error code
through conversions to and from NHRP messages. It may only be included in a Reply if the extension was included
in a Reguest. Aningress MPC may include this extension with a null value in an MPOA Resolution Request, to
alow itsusein an MPOA Cache Imposition Reply. It may also be included in an MPOA Egress Cache Purge
Request message so that it may be included with the subsequent NHRP Purges that the egress MPS may generate.

0 1 2 3
01234567890123456789012345678901
R e i T o T S e e b ik T T TR S S e S e el ol TR S S S S
0| 0] Type = 0x1005 | Length |
R e i T o T S e e b ik T T TR S S e S e el ol TR S S S S
Reser ved | Error Code |
R e i T o T S e e b ik T T TR S S e S e el ol TR S S S S

+
|
+
|
+
There are no MPOA-specific error codes currently defined.

5.3.2.4.7 MPOA Authentication Extension

The MPOA Authentication Extension is carried in MPOA packets to convey authentication information between an
MPC and an MPS. The MPOA Authentication Extension may be included in any message of MPOA used between
MPC and MPS in either direction (i.e. from MPC to MPS or from MPSto MPC).

Whether an MPOA Authentication Extension isincluded in amessage is alocal matter, and the Extension is only
used locally between MPC and MPS.

It should be noted that the MPOA Authentication Extension uses atype code different from the type code of the
NHRP Authentication Extension. Authenticated exchanges between MPCs and MPSs must use the MPOA
Authentication extension.

If areceived packet fails the authentication test, the packet is either silently dropped or an Error Indication of type
Authentication Failure is sent. Note that one possible authentication failure is the absence of an MPOA
Authentication Extension.

The MPOA Authentication Extension format is as follows: :
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0 1 2 3
01234567890123456789012345678901
I T S S S e T e S e T A T i i S S
1] 0] 0x1006 | Lengt h |
B T S S T i i S e e e T It S R S S i S S

Reserved | Security Paranmeter |Index (SPI)|

B e i T o S e e S ik st s T SRR B S S e S S i oIt SR S R A
Src ATM Addr |

B e i T o S e e S ik st s T SRR B S S e S S i oIt SR S R A
Src ATM Addr (Cntd) |

R i i R ol e s it ST SRR R N SR TR e e S e e S i S o it i
Src ATM Addr (Cntd) |

R i i R ol e s it ST SRR R N SR TR e e S e e S i S o it i
Src ATM Addr (Cntd) |

R i i R ol e s it ST SRR R N SR TR e e S e e S i S o it i
Src ATM Addr (Cntd) |

R i i R ol e s it ST SRR R N SR TR e e S e e S i S o it i

+o o d- ko 4o ko4 +- 4o+ Authentication Data. .. -+-+-4-+- - dobo ko

+
|
+
|
+
|
+
|
+
|
+
|
+
|
+
|
+
|
B e T i ol SEIE I N R TR T S S TR R R S e e S e S S i mtt SN SRR R
Length

The length in octets of the remainder of the extension starting immediately after the length field.

Security Parameter Index (SPI)
Can be thought of as an index into atable that resides in both the MPC and MPS. Thistable contains
the keys and other information such as the security algorithm. The MPC and MPS popul ate this table
either offline using manual keying or online using a key management protocol.

Src ATM Addr
The MPOA Control ATM address of the source MPOA device. Between MPS/INHSs, NHRP
Authentication is used.

The tuple <spi, src addr> uniquely identifies the key and other parameters that are used in authentication.
The length of the authentication data field is dependent on the security algorithm used.

The data field contains the keyed hash calculated over the entire MPOA payload. The authentication data
field is zeroed out before the hash is calcul ated.

5.3.3 MPOA Resolution Request Format

An MPOA Resolution Request is sent from an ingress MPC to an ingress MPS to request the egress ATM address
corresponding to an internetwork layer destination address. Upon receipt of an MPOA Resolution Request, an
ingress MPS must send a new NHRP Resolution Request towards the egress MPS.

Fixed Header
ar$op.type is set to 0x86 (MPOA Resolution Request).

Common Header
The Common Header is coded as follows:
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Field Usage

Flags Unused.

Source NBMA Address The ATM address of the ingress MPC from which internetwork layer
datagrams will be sent.

Source NBMA Subaddress The ATM Subaddress of the ingress MPC from which internetwork layer
datagrams will be sent.

Source Protocol Address Optional. Source Protocol address of the MPC if used. If not used, Src Proto
Len field must be set to zero and no storage is allocated for the Source
Protocol address..

Destination Protocol Address The internetwork layer address of the final destination to which the
internetwork layer datagrams will be sent.

Other fields in the Common Header must be set in conformance with NHRP.

Client Information Element
One CIE may be added in conformance with NHRP.

Field Usage

Prefix Length Widest acceptable prefix length.
MTU Unused and must be set to zero (0).
Extensions

An MPOA Egress Cache Tag Extension must be added as follows:

Field Usage
Type Thisfield must be set to 0x1001 for an MPOA Egress Cache Tag Extension.
Length Thelengthis set to zero (0) and no storage is allocated for the tag.

An MPOA ATM Service Category Extension should be added as follows:

Field Usage

Type Thisfield must be set to 0x1002 for an MPOA ATM Service Category Extension.

Length Thisfield is coded as specified by NHRP.

Service Category | The Service Category is set to indicate the Service Categories supported by the ingress MPC.

5.34 MPOA Resolution Reply Format

An MPOA Resolution Reply is sent from an ingress MPS to an ingress MPC in reply to a corresponding MPOA
Resolution Request upon receiving an NHRP Resolution Reply from the egress MPS.

Fixed Header
ar$op.typeis set to 0x87 (MPOA Resolution Reply).

Common Header
The Common Header is coded as follows:
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Field Usage

Flags Unused.

Source NBMA Address The ATM address of the ingress MPC from which internetwork layer
datagrams will be sent.

Source NBMA Subaddress The ATM Subaddress of the ingress MPC from which internetwork layer
datagrams will be sent.

Source Protocol Address Copied from corresponding MPOA Resolution Request.

Destination Protocol Address The internetwork layer address of the final destination to which the
internetwork layer datagrams will be sent.

Other fields in the Common Header must be set in conformance with NHRP.

Client Infor mation Element
A CIE must always be present in the MPOA resolution reply.

For anormal resolution reply, all CIEs must be copied from the corresponding NHRP Resolution Reply.

To report an error condition the ingress MPS must include a CIE as follows:

Field Usage

Code Selected CIE Code

Prefix Length Unused.

Maximum Transmission Unit Unused.

Holding Time Unused.

Cli Addr T/L Thisfield must be set to zero and no storage is allocated for the Client NBMA
Address.

Cli SAddr T/L Thisfield must be set to zero and no storage is allocated for the Client NBMA
Subaddress.

Cli Proto Len Thisfield must be set to zero and no storage is alocated for the Client
Protocol Address.

Extensions
All Extensions must be copied from the corresponding NHRP Resolution Reply, except for those extensions the
ingress MPS added to the initial request.

5.3.5 MPOA Cachelmposition Request For mat

An MPOA Cache Imposition Request is sent from an egress MPS to an egress MPC to impose an egress cache entry
upon receipt of an NHRP Resolution Request from the ingress MPS.

Fixed Header
ar$op.typeis set to 0x80 (MPOA Cache Imposition Request).

Common Header
The Common Header is coded as follows:
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Field Usage

Flags Unused

Request ID Thisfield isaRequest ID for the imposition transaction. The MPS should
assign a Request ID for the MPOA Cache Imposition Request that is unique
over al unacknowledged impositions.

Source NBMA Address Thisfield must be copied from the NHRP Resolution Request. Thisisthe

ATM address of the ingress MPC (or NHC) from which internetwork layer
datagrams will be sent.

Source NBMA Subaddress

Thisfield must be copied from the NHRP Resolution Request. Thisisthe
ATM Subaddress of the ingress MPC (or NHC) from which internetwork
layer datagrams will be sent.

Source Protocol Address

Thisfield is set to the internetwork layer address of the egress MPS,

Destination Protocol Address

Thisfield must be copied from the NHRP Resolution Request. This address
refers to the internetwork layer address of the final destination to which the
internetwork layer datagrams will be sent.

Other fields in the Common Header must be set in conformance with NHRP.

Client Information Element
The CIE is coded as follows:

Field Usage
Code Unused.
Prefix Length Prefix length in bits for the Destination Protocol Address, as known to the

egress MPS.

Maximum Transmission Unit

The egress MPS must set this field based on either local information, or copy
it from the NHRP Resolution Request.

Holding Time The number of seconds for which this entry should be considered to be valid
in the egress cache. The value given here must be at least twice as large as the
one that will be returned in the corresponding NHRP Resolution Reply.

Cli Addr T/L Thisfield must be set to zero and no storage is allocated for the Client NBMA
Address.

Cli Saddr T/L Thisfield must be set to zero and no storage is allocated for the Client NBMA
Subaddress.

Cli Proto Len Thisfield must be set to zero and no storage is alocated for the Client
Protocol Address at all.

Preference Unused.

Extensions

All NHRP Extensions must be copied from the original NHRP Resolution Request.
If the holding timein the CIE is non-zero, an MPOA DLL Header Extension must be included as follows:
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Field Usage

Type Thisfield must be set to 0x1000 for an MPOA DLL Header Extension.
Length Thisfield is coded as specified by NHRP.

CacheID Thisfield is used to convey cache ID to be set in the egress cache. Cache ID

value must be selected by the egress MPS so that a different ID is assigned for
each egress cache entry.

ELAN ID Thisfield is set to the LANE ELAN Id.
DH Length The length of the DLL Header.
DLL Header The DLL header to be used for encapsulating internetwork layer datagrams

when the egress MPC receives the datagrams from the shortcut before sending
them to the higher layers.

The MPS sends the egress MPC the DLL header that the egress router would use to transmit frames along the default
routed path via LANE to the destination specified in the NHRP common header.

For agiven LAN type, the DLL headers are self-describing. It is the responsibility of the egress MPC to parse the
DLL header provided by the MPS to determine whether the given encapsulation is supported for the given protocol.
If the MPC does not support the encapsulation or protocol provided in the MPOA Cache Imposition Request, the
MPC must return a status value in the MPOA Cache Imposition Reply indicating that either the DLL encapsulation
or protocol is not supported.

For DLL encapsulations that contain alength field, such as 802.3 LLC SNAP, the length field in the DLL header
section of the MPOA Cache Imposition Request must be filled in with the correct length for an empty frame. Inthe
802.3 LLC SNAP case, for example, the length field is set to 8.

The MPOA Imposition Request message is also used to purge egress cache entriesin the egress MPC. In this case
the source NBMA Address field must be NULL, the holding time field must be set to zero and MPOA DLL header
extension is optional.

5.3.6 MPOA Cachelmposition Reply Format
An MPOA Cache Imposition Reply is sent from an egress MPC to an egress MPS in reply to an MPOA Cache
Imposition Request.

Fixed Header
ar$op.typeis set to 0x81 (MPOA Cache Imposition Reply).

Common Header
The Common Header must be copied from the corresponding MPOA Cache Imposition Request.

Client Information Element
ClEs are coded as follows:
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Field Usage
Code Selected CIE Code
Prefix Length Actual prefix length imposed in bits for the Client Protocol Address. The

prefix length may be set to indicate a host route.

Maximum Transmission Unit

The MTU size should be set to the maximum value allowed by the egress
MPC. Thisvaue must be non-zero.

Holding Time Unused.

Cli Addr T/L Thisfield must be set to zero (and no Client ATM Address included) unless
the status is Success.

Cli Saddr T/L Thisfield must be set to zero (and no Client ATM Subaddress included)
unless the statusis Success.

Cli Proto Len Thisfield must be set to zero and no storage is alocated for the Client

Protocol Address at all.

Client NBMA Address

ATM address of the egress MPC that will receive internetwork layer
datagrams via the shortcut.

Client NBMA Subaddress

ATM subaddress of the egress MPC that will receive internetwork layer
datagrams via the shortcut (if any).

Extensions

All Extensions must be copied from the corresponding MPOA Cache Imposition Request.

If an MPOA Egress Cache Tag Extension isincluded, it must be set as follows:

Field Usage
Length If avalid tag exists, thelength is set to four (4).
Tag Set to the value of the tag chosen by the egress MPC.

If an MPOA Service Category Extension isincluded, it must be set as follows:

Field

Usage

Service Category

The Service Category is set to indicate the Service Categories supported by
the egress MPC.

5.3.7 MPOA Egress Cache Purge Request Format
An MPOA Egress Cache Purge Request is sent from an egress MPC to an egress MPS to purge an egress cache

entry.
Fixed Header

ar$op.type is 0x82 (MPOA Egress Cache Purge Reguest).

Common Header

The Common Header is coded as follows:

Page 70 of 234

ATM Forum Technical Committee




MPOA Version 1.1

AF-MPOA-0114.000

Field Usage

Flags The Flagsfield is coded as follows:
0 1
0123456789012345
B i T T e e i s i oI ST e T
[ N unused |
B i T T e e i s i oI ST e T
N: No-Reply Flag (recomrended to be set)

Request ID The semantics of thisfield are the same as that of NHRP. This value must be
selected by the egress MPC, so that it may recognize the corresponding
MPOA Egress Cache Purge Reply.

Source NBMA Address Data ATM Address of the egress MPC.

Source NBMA Subaddress Data ATM Subaddress of the egress MPC (if any).

Source Protocol Address

Internetwork layer address of the MPC (if any). If the MPC has no
internetwork layer address, Src Proto Len must be set to zero and no storageis
allocated for the Source Protocol Address.

Destination Protocol Address

Internetwork layer address of the egress MPS.

Other fields in the Common Header must be set in conformance with NHRP.

Client Information Element
ClEs are coded as follows:

Field

Usage

Prefix Length

Destination Prefix Length.

Client Protocol Address

Destination Protocol Address (to purge)

Client NBMA Address

Egress MPC Data ATM Address

Client NBMA Subaddress

Egress MPC Data subaddress (if any)

Extensions

An MPOA DLL Header Extension must be included as follows:

Field Usage

CacheID Thisfield is used to convey a cache ID of the egress cache entry being
invalidated.

ELAN ID Unused.

DH Length Thisfield must be set to zero and no storage is allocated for the DLL Header.

5.3.8 MPOA Egress Cache Purge Reply Format
An MPOA Egress Cache Purge Reply is sent from an egress MPS to an egress MPC in reply to an MPOA Egress

Cache Purge Request.

An MPOA Egress Cache Purge Reply is formed from an MPOA Egress Cache Purge Request by changing the

ar$op.type to 0x83.
Fixed Header

ar$op.typeis set to 0x83 (MPOA Egress Cache Purge Reply).

Common Header

The Common Header must be copied from the corresponding MPOA Egress Cache Purge Request.

Client I nformation Element

All CIEs must be copied from the corresponding MPOA Egress Cache Purge Request.

Extensions
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All Extensions must be copied from the corresponding MPOA Egress Cache Purge Request.

5.3.9 MPOA Keep-Alive Format
An MPOA Keep-Aliveisperiodically sent from an MPS to an MPC(s).

Fixed Header
ar$op.typeis set to 0x84 (MPOA Keep-Alive).

Common Header
The Common Header is coded as follows:

Field Usage
Flags Unused.
Request ID The sequence number of the Keep-Alive Message. This value must be set to

zero on the first transmission and must be incremented by at least one each
time the MPS sends this message to a given MPC.

Source NBMA Address Control ATM Address of the MPS.
Source NBMA Subaddress NULL
Source Protocol Address NULL

Destination Protocol Address NULL

Client Information Element
There are no CIEsfor this message.

Extensions
An MPOA Keep-Alive Lifetime Extension must be added as follows:

Field Usage

Type Thisfield must be set to 0x1003 for an MPOA Keep-Alive Lifetime Extension.
Length Two (2) Octets

Keep-Alive Lifetime | Set to the duration of time that a Keep-Alive message may be considered valid

5.3.10 MPOA Trigger Format

An MPOA Trigger is sent from an ingress MPS to an ingress MPC to request the ingress MPC to issue MPOA
Resolution Requests.

Fixed Header
ar$op.type is set to 0x85 (MPOA Trigger).

Common Header
The Common Header is coded as follows:

Field Usage

Flags Unused.

Request ID Unused (there is no reply/ACK packet for this message).

Source NBMA Address Control ATM address of the ingress MPS,

Source NBMA Subaddress NULL

Source Protocol Address Internetwork layer address of the ingress MPS. This must be the internetwork

layer address that would be returned in an NHRP Responder Address
Extension or NHRP Forward/Reverse Transit Record Extension included by
that MPS (if such Extensions are included) in an NHRP Resolution Reply.

Destination Protocol Address Destination Protocol Address (to trigger)
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Client I nformation Element
One CIE may be added in conformance with NHRP.

Field Usage

Prefix Length Widest Acceptable prefix length.
MTU Unused and must be set to zero (0).
Extensions

No extensions are required.

5.3.11 NHRP Purge When Used on the Data Plane

An NHRP Purge message may be sent on the data plane by an egress MPC to an ingress MPC or NHC to purge
ingress cache entries.

Fixed Header
ar$op.type is set to 0x05 (NHRP Purge Request).

Common Header
The Common Header is coded as follows:

Field Usage

Flags The Flagsfield is coded as follows:
0 1
0123456789012345
B i T T e e i s i oI ST e T
| NI unused |
B i T T e e i s i oI ST e T

N: No- Reply Fl ag
The N bit must be set to one.

Request ID Unused. Must be set to zero (0).

Source NBMA Address Egress MPC data ATM address.

Source NBMA Subaddress Egress MPC data ATM subaddress (if any).

Source Protocol Address 1. Settothe protocol address of the egress MPS (if known) or NULL (Src
Proto Len=0 and no storage is allocated for the Source Protocol
Address).

Destination Protocol Address NULL

Other fields in the Common Header must be set in conformance with NHRP.

Client Information Element
The purge request includes one or more CIEs as follows:
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Field Usage

Code Set to 0x00.

Prefix Length Prefix Length in bits for the Client Protocol Address(es) being purged. At
least the ingress cache entries associated with the shortcut over which the
MPOA Data Plane Purgeis received are purged.

Maximum Transmission Unit Unused.

Holding Time Unused.

Cli Addr T/L Thisfield must be set to zero and no storage is alocated for the Client NBMA
address at all.

Cli SAddr T/L Thisfield must be set to zero and no storage is alocated for the Client NBMA
Subaddress at all.

Cli Proto Len The length in octets of the Client Protocol Address.

Client NBMA Address Egress MPC data ATM address.

Client Protocol Address The internetwork layer address that is being purged from the ingress MPC’s
cache.

Extensions

NHRP Authentication and Vendor Private Extensions may be added as desired.

5.3.12 NHRP Ingress Cache Purge Request For mat

An NHRP Ingress Cache Purge Request is sent from an ingress MPS to an ingress MPC to purge an ingress cache
entry.

Fixed Header
ar$op.type is 0x05 (NHRP Purge Request).

Common Header
The Common Header is coded as follows:

Field Usage
Flags The Flags field is coded as follows:
0

1
0123456789012345
R et E Tk SR o S R e R S
[ N unused |
R e S R e e e s
N: No- Reply Fl ag

(No-Reply Flag is recommended to be set, i.e. no reply expected)

Request ID The semantics of this field are specified in [NHRPhis value must be
selected by the ingress MPS, so that it may recognize the corresponding
NHRP Ingress Cache Purge Reply. The same Request ID must be used|by the
Ingress MPS for the retry procedure.

Source NBMA Address Data ATM address of the ingress MPS.

Source NBMA Subaddress Data ATM subaddress of the ingress MPS (if any).

Source Protocol Address Internetwork layer address of the ingress MPS (Note).
Destination Protocol Address Internetwork layer address of the ingress MPC or NULL (Note).

Other fields in the Common Header must be set in conformance with NHRP.

Note: See also Appendix VII, section 2, for further information.

Client Information Element

The NHRP ingress cache purge request includes one or more CIEs as follows:
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Field Usage
Code Set to 0x00 in NHRP purge requests.
Prefix Length Destination prefix length in bits for the Client Protocol Address(es) being

purged. The ingress MPS takes this value from the NHRP purge request
which it had received from its peer-NHS.

Maximum Transmission Unit Unused and coded as zero.

Holding Time Unused and coded as zero.

Cli Proto Len Length of the purged client’s protocol address

Preference Unused and coded as zero.

Client Protocol Address The internetwork layer address that is being purged from the ingress MPC’s
cache.

Other fields in the CIE must be set as received in the NHRP purge request from the peer-NHS.
Extensions

NHRP extensions may be added as desired, particularly if received in the NHRP purge request from the peer-NHS.
An MPOA DLL header extension shall not be added.

5.3.13 NHRP Ingress Cache Purge Reply Format
An NHRP Ingress Cache Purge Reply is sent from an ingress MPC to an ingress MPS in reply to an NHRP Ingress
Cache Purge Request, depending on the value of the received no-reply flag.

An NHRP Ingress Cache Purge Reply is formed from an NHRP Ingress Cache Purge Request by changing the
ar$op.type to 0x06.

Fixed Header
ar$op.type is set to 0x06 (NHRP Purge Reply).

Common Header
The Common Header must be copied from the corresponding NHRP Ingress Cache Purge Request.

Client Infor mation Element
All CIEs must be copied from the corresponding NHRP Ingress Cache Purge Request.

Extensions
All Extensions must be copied from the corresponding NHRP Ingress Cache Purge Request.

5.3.14 MPOA Error Indication Format
The MPOA Error Indication is used to convey error indications to the sender of an MPOA packet.

Fixed Header
ar$op.type is set to 0x88 (MPOA Error Indication).

Common Header
The Common Header is coded as follows:
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Field Usage

Flags Unused

Request ID Coded as concatenation of error code and error offset as shown below.
Source NBMA Address ATM Address of the MPOA component which observed the error.

Source NBMA Subaddress ATM Subaddress of the MPOA component which observed the error (if any).
Source Protocol Address Optional. Protocol address of the MPOA component (if used) which issues

the MPOA error indication. If not used, the Src Proto Len field must be set to
zero and no storage is allocated for the Source Protocol address.

Destination Protocol Address Optional. Protocol address of the MPOA component (if used) which sent the
MPOA packet which was found to bein error. If not used, the Dest Proto Len
field must be set to zero and no storage is allocated for the Destination
Protocol address.

Other fields in the Common Header must be set in conformance with NHRP.
The Request ID field of the Common Header is used to indicate the error code and error offset as follows:

0 1 2 3
01234567890123456789012345678901
(...)
B T e e e O i ol I EIE TR i S T S S T S s ot S S e e i e R
| Error Code | Error O fset |

B i i i S i i S S ik SNt N S

(...)

The Error Code indicates the type of error detected. The Error Code is chosen from the following list:

0x0000 - OxO000A reserved for future use
0x000B Aut hentication Failure
0x000C - OxFFFF reserved for future use

0x000B - Authentication Failure: This error codeis returned if areceived packet fails an authentication test.
The Error Offset indicates the error offset in octets into the original MPOA packet in which an error was detected.
This offset is calculated starting from the MPOA Fixed Header.

An MPOA Error Indication shall never be generated in response to another MPOA Error Indication packet. When an
MPOA Error Indication packet is generated, the offending MPOA packet shall be discarded. In no case shall more
than one MPOA Error Indication be generated for a single MPOA packet.

Client Infor mation element
There are no CIEs for this message.

Extensions
No extensions may be added to an MPOA Error Indication.
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Annex A. Protocol-Specific Considerations
[Normative]

Each internetwork layer protocol provides addressing and forwarding functions in a different way, and uses different
encapsulations and different demultiplexing points (e.g. LSAPs, OUls, PIDs, and Ethernet Types) on LANs. Many
internetwork layer protocols even have multiple encapsulations on a single LAN. Because of these differences,
MPOA components require internetwork layer protocol -specific knowledge to perform flow detection, address
resolution, and shortcut data transformations. Flow detection and address resolution require at least aminimal
understanding of internetwork layer addresses. Ingress MPC and egress MPC shortcut transformations must be
defined on a protocol-specific basis. Each of these functions must be specified individually for each internetwork
layer protocol supported.

A.1 IP Packet Handling in MPOA

This section describes the processing of 1P packetsin MPOA. Note that MPOA does not define the handling of IP
Packets that are not sent over shortcuts.

A.1.1 Requirements

The MPOA System must support the IP version 4 Router Requirements [ROUTER REQ]. MPOA distributes this
responsibility across MPOA components.

A.1.2 Encapsulation

There are three standard formats for | P packets carried over Ethernet and Token Ring (shown in Figure 14-Figure
16), and three standard formats for IP packets carried over an MPOA shortcut (shown in Figure 17-Figure 19).

0 1 2 3
01234567890123456789012345678901
R e r e s i o e et s S i N
| Destinati on MAC Address |
+- + B T T i i i i S R e e o o
| . MAC Address (cont.) | Source MAC Address |
+- B T T i i i i S R e e o o
| Source MAC Address (cont.) |
+-

I

+-

+

—

-+-+
Des
-+-+

+
+

S M S UM RS A P S
Et her Type | | P PDU |
S S M S S UM S A RS

Figure 14 Ethernet IP Encapsulation
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0 1 2 3
01234567890123456789012345678901
B T ok T R e S S R ik e it oI I I T S R e S i ol ik ST N
| Desti nati on MAC Address |
B T ok T R e S S R ik e it oI I I T S R e S i ol ik ST N
I

Dest. MAC Address (cont.) Source MAC Address |

L—- B i i T o T e e e S e i i s st SR S TR SRR SR SR S S S e S
| Source MAC Address (cont.) |
B ik i T I T e e S ik ol I TR R S R e S e e i ol i i i
| Length | OxAA | OxAA |
B ik i T i S e e S I it i R S R R s o i ol ks ST N
| 0x03 | 0x00 | 0x00 [ 0x00 |
B ik i T i S e e S I it i R S R R s o i ol ks ST N
| 0x08 | 0x00 | | P PDU |
B ik i T i S e e S I it i R S R R s o i ol ks ST N

Figure 15 802.3 IP Encapsulation

0 1 2 3

01234567890123456789012345678901
B ik i T i S e e S I it i R S R R s o i ol ks ST N
| AC/ FC | Desti nati on MAC Address |
B ik i T i S e e S I it i R S R R s o i ol ks ST N
| Desti nati on MAC Address (cont.) |
B ik i T i S e e S I it i R S R R s o i ol ks ST N
| Source MAC Address |
B ik i T i S e e S I it i R S R R s o i ol ks ST N
| Source MAC Address (cont.) | RIF 0-30 Bytes (optional) |
B ik i T i S e e S I it i R S R R s o i ol ks ST N
| OxAA | OxAA | 0x03 [ 0x00 |
B ik i T i S e e S I it i R S R R s o i ol ks ST N
| 0x00 | 0x00 | 0x08 [ 0x00 |
B ik i T i S e e S I it i R S R R s o i ol ks ST N
| | P PDU |
B ik i T i S e e S I it i R S R R s o i ol ks ST N

Figure 16 802.5 IP Encapsulation

The DLL header supplied in the egress cache entry consists of the entire media specific encapsulation through
Ethernet Type. Note that the LECID isnot included in this DLL header. Note that the 802.3 DLL header contains a
length field that must be updated by the egress MPC for each packet received on a shortcut.

0 1 2 3
01234567890123456789012345678901
T S T S S T S e e S T A Tt St Sy S RS

| OxAA | OxAA | 0x03 | 0x00 |
B T i i T S S T S i I  Th T ci i N S S S S
| 0x00 | 0x00 | 0x08 [ 0x00 |

B i ik it T I T e e S i ol ik i S TR SR e S e e S e ol o
| I nternetwork Layer PDU (up to 2716 - 9 octets) |
B i ik i T o T e e S I it Tl e S e s s s i T S SR e

Figure 17 RFC 1483 LLC/SNAP Encapsulation for Routed IP PDUs
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0 1 2 3
01234567890123456789012345678901
B T ok T R e S S R ik e it oI I I T S R e S i ol ik ST N
| I nternetwork Layer PDU (up to 2716 - 1 octets) |
B T ok T R e S S R ik e it oI I I T S R e S i ol ik ST N

Figure 18 RFC 1483 “Null” Encapsulation for Routed IP PDUs

0 1 2 3

01234567890123456789012345678901
B ik i T i T e e S i ol it i o ST S S R S e S e e e i s
| OxAA | OxAA | 0x03 | 0x00 |
B ik i T i T e e S i ol it i o ST S S R S e S e e e i s
| 0x00 | 0x00 | 0x884C |
B ik i T i SR R e e S I it oI R TR S e S R i e i ol s i S
| MPOA Tag |
B ik i T i SR R e e S I it oI R TR S e S R i e i ol s i S
| IP PDU (up to 2216 - 13 octets) |
B ik i T i SR R e e S I it oI R TR S e S R i e i ol s i S

Figure 19 MPOA Tagged Encapsulation for IP

A.1.3 MPSRole
An MPS is co-located with a router and must process IP packets in conformance with [ROUTER REQ)].

A.14 IngressMPC Role

An MPC must perform basic IP forwarding. Additional router features may be implemented in an MPC, as
described in the following subsections.

I P Options

There are some cases when the ingress MPC does not have all of the information that is required to meet the router
requirements. For example, when the ingress MPC receives a Strict Source Route option in an IP packet, it does not
have access to the routing table to determine whether the next hop given in the option is indeed the current next hop
to the destination. Thus, the ingress MPC cannot determine on its own whether the packet is to be forwarded or
dropped.

If the ingress MPC cannot correctly process an IP option, it must send the packet unmodified to the MPS via LANE.
An ingress MPC may send all packets with IP options to the MPS. Of course, if an MPC has full support for an IP
option, it should process the option on its own and send the packet over a shortcut.

TTL
When sending a packet via LANE, the MPC must not modify the TTL field in an IP packet.

When sending a packet via a shortcut, the ingress MPC must decrement the TTL by at least one in conformance with
[Router Requirements]. There is no requirement to decrement the TTL by the actual number of router hops that are
bypassed by the shortcut. If the TTL of the received packet is less than or equal to the value by which the MPC
intends to decrement the TTL, the MPC must either send the packet unmodified to the MPS via LANE, or must
discard the packet and send an ICMP Time Exceeded to the source of the packet.

Checksum
The IP checksum must be modified to reflect all changes to the IP header.
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ICMP

The ingress MPC may encounter a variety of error conditions when forwarding packets and must ensure that the
appropriate ICMP Error is generated. The ingress MPC must either send the packet unmodified to the MPS via
LANE, or must send the applicable ICMP message.

An ingress MPC may generate the following ICMP messages:

»  Destination Unreachable (Fragmentation needed but DF bit set)
e Time Exceeded (during transit)
e Parameter Problem

When sending the Destination Unreachable ICMP due to fragmentation, the Path MTU Discovery technique should
be used as defined in [PATH MTU].

MTU
An ingress MPC may, but is not required to, fragment.

If the MTU returned in the MPOA Resolution Reply is smaller than the MTU on the inbound interface, the ingress
MPC must make a decision on how to handle the shortcut and fragmentation. To avoid unnecessary packet mis-
ordering, the ingress MPC must not set up the shortcut, and then send frames for a given flow on different paths
based on whether fragmentationisrequired. The following are acceptable options:

1. Ingress MPC may establish the shortcut and fragment packets when necessary.
2. Ingress MPC may choose not to establish the shortcut.

A.1l5 EgressMPC Role

MTU
The egress MPC may advertise alarge MTU and fragment the packets itself.

TTL
The egress MPC is not required to decrement TTL.

A.2 IPX Packet Handling in MPOA

A.2.1 Requirements

The MPOA System must support the IPX router requirements. MPOA distributes this responsibility across MPOA
components.

A.2.2 Encapsulation

Four common IPX encapsulations are in use over Ethernet: Raw Ethernet (Novell proprietary), Ethernet_II, LLC,
and LLC/SNAP. Other media types have their own associated encapsulations. Three IPX encapsulations, shown in
Figure 20-Figure 22, may be used over a shortcut: Tagged, RFC 1483 Routed, and RFC 1483 NULL.

ATM Forum Technical Committee Page 81 of 234



AF-MPOA-0114.000 MPOA Version 1.1

0 1 2 3
01234567890123456789012345678901
T S T S S S e T T S S e e e T T T s S S S S S

| OxAA | OxAA | 0x03 | 0x00 |
B T i i T S S T i x T sl i S S S S S
| 0x00 | 0x00 | 0x81 [ 0x37 |

B ik i T I T e e S ik ol I TR R S R e S e e i ol i i i
| I PX PDU (up to 2716 - 9 octets) |
B ik i T I T e e S ik ol I TR R S R e S e e i ol i i i

Figure 20 RFC 1483 LLC/SNAP Encapsulation for Routed IPX PDUs

0 1 2 3

01234567890123456789012345678901
B ik i T i S e e S I it i R S R R s o i ol ks ST N
| I PX PDU (up to 2716 - 1 octets) |
B ik i T i S e e S I it i R S R R s o i ol ks ST N

Figure 21 RFC 1483 “Null” Encapsulation for Routed IPX PDUs

0 1 2 3

01234567890123456789012345678901
B i i T o T e e S T e T s ok st (I TR SR N S S e S S
| OxAA | OxAA | 0x03 | 0x00 |
B i i T o T e e S T e T s ok st (I TR SR N S S e S S
| 0x00 | 0x00 | 0x884C |
B i i T o T e e S T e T s ok st (I TR SR N S S e S S
| MPOA Tag |
B i i T o T e e S T e T s ok st (I TR SR N S S e S S
| | PX PDU (up to 2716 - 13 octets) |
B i i T o T e e S T e T s ok st (I TR SR N S S e S S

Figure 22 MPOA Tagged Encapsulation for IPX

A.2.3 MPSRole

An MPS is co-located with an IPX router and must process IPX packets in conformance with IPX router
requirements.

The ingress MPS must include a hop count extension in MPOA Resolution Replies with a value as determined by the
IPX routing protocol in use, (e.g. 16 for RIP).

A.24 IngressMPC Role

I PX Options
There is no equivalent to the IP Options feature with IPX.

Transport Control

Unlike the IP TTL counts down, the IPX TC (Transport Control) field counts up. IPX hosts transmit packets with a
TC of zero. When an upper bound is reached, the packet is discarded. An ingress MPC must increment the TC
before sending an IPX packet on a shortcut.

Originally, the upper bound with the IPX-RIP routing protocol was 16. With NLSP, this number is configurable and
may be as high as 128. Some other IPX routing protocols have an upper bound of 255. Packets that hit this limit may
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be dropped or forwarded unmodified to the router to be dropped. The checksum field is not updated when the TC is
modified, asthe TC field is not included in the set of fields the checksum covers.

Aningress MPC must only forward an IPX packet over a shortcut if the transport control field in the packet has a
value that is less than the hop count extension value in the associated MPOA Resolution Reply. If the value of the
transport control field is greater than or equal to the hop count extension value, the MPC must send the packet
unmodified to the MPS via LANE.

In certain cases, unicast I|PX packets may have a Source Network Number of zero. When a Netware client first
transmits a packet after booting, it will not know its own network number and will insert a zero in the Source
Network Number field. After theinitial SAP/RIP exchange it will know its own network number and should use this
from that point on. However, some clients do not do this and continue to use a zero Source Network Number. IPX
routers are required to accept these packets and insert the correct Source Network Number as they forward a packet.
If a packet with a source network number of zero is received by an MPC, the MPC must send the packet unmodified
to the MPSvia LANE.

MTU
There is no fragmentation in IPX. Netware applications try different packet sizes until communication is achieved.

Encapsulation
The ingress MPC removes the LAN encapsulation and adds the shortcut encapsul ation.

A.25 EgressMPC Role

Checksum

When forwarding an IPX packet from a network where checksums are in use to a network using the Novell
proprietary Raw Ethernet encapsulation, it is necessary to set the checksum field to OxFFFF. Packets using the Raw
Ethernet encapsulation can only be distinguished from other encapsulations if the checksum field is OXFFFF. This
processing must be carried out by the egress MPC.

Encapsulation

The egress MPC removes the shortcut encapsulation and adds the LAN encapsulation.
The egress MPC does no further processing of IPX packets and simply delivers the packets to the higher layers.
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Annex B.

[Normative]

B.1

MPOA Version 1.1

MPOA Request/Reply Packet Contents

Ingress MPC-Initiated MPOA Resolution

Ingress MPC-Initiated MPOA Resolution includes a request phase and areply phase. The request phase proceeds
from left to right as follows:

IngressM PC Ingress M PS EgressM PS EgressM PC
Packet Type MPOA Resolution | NHRP Resolution MPOA Cache

Request Request Imposition Request
Request ID Request ID 1 Request ID 2 Request ID 3
Source NULL or MPC I-MPS Protocol E-MPS Protocol
Protocol Protocol Address | Address Address
Address
Destination Destination Destination Protocol Destination Protocol
Protocol Protocol Address | Address Address
Address
Source NBMA | I-MPC DataATM | I-MPC DataATM I-MPC DataATM
Address Address Address Address
Client NULL NULL NULL
Protocol
Address (1)
Prefix Length | Widest Acceptable | Widest Acceptable Requested Prefix
(D Prefix Length Prefix Length Length
Holding Time = 2* Holding Time
Client NBMA | NULL NULL NULL
Address(1)
Extensions Empty MPOA Received Extensions Received Extensions

Eg{:;gﬁche Teg MPOA DLL Header

Extension (Cache ID,

MPOA ATM ELAN ID, DLL

Service Category Header)

Extension (1)
The reply phase proceeds from right to | eft as follows:

IngressM PC Ingress M PS EgressM PS Egress M PC
Packet Type MPOA Resolution NHRP Resolution MPOA Cache

Reply Reply Imposition Reply
Request ID Request ID 1 Request ID 2 Request ID 3
Source Restoreto NULL or I- | I-MPS Protocol E-MPS Protocol
Protocol MPC address (from Address Address
Address original MPOA
Resolution Request)

Destination Destination Protocol Destination Protocol Destination Protocol
Protocol Address Address Address
Address
Source NBMA I-MPC DataATM I-MPC DataATM I-MPC DataATM
Address Address Address Address
Client E-MPS Protocol E-MPS Protocol NULL
Protocol Address Address
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Address

Prefix Length Actua Prefix Length Actua Prefix Length Actual Prefix Length
(2

Holding Time Holding Time Holding Time NULL

Client NBMA E-MPC DataATM E-MPC DataATM E-MPC DataATM

Address Address Address Address

Extensions Received Extensions Received Extensions Received Extensions

Legend:

NULL: zero length, no space allocated in packet

Notes:

(2) Optional

(2) An E-MPC can modify the Prefix Length to make it a host entry if a CIE was included in the request.

B.2 Egress MPC-Initiated Egress Cache Purge

Egress MPC-Initiated Egress Cache Purge includes a request phase and areply phase. The request phase proceeds
fromright to left as follows:

IngressM PC Ingress M PS EgressM PS EgressMPC
Packet Type NHRP Purge Request | NHRP Purge Request | MPOA Egress Cache
Purge Request
Request 1D Request ID 3 Request ID 2 Request ID 1
Sour ce I-MPS Protocol E-MPS Protocol E-MPC Protocol
Protocol Address Address Address or NULL
Address
Destination I-MPC Protocol I-MPS Protocol E-MPS Protocol
Protocol Address or NULL Address Address
Address
Source NBM A I-MPS DataATM E-MPC DataATM E-MPC DataATM
Address Address Address Address
Client Destination Protocol Destination Protocol Destination Protocol
Protocol Address (to purge) Address (to purge) Address (to purge)
Address
Prefix Length Destination Prefix Destination Prefix Destination Prefix
Length Length Length
Client NBMA E-MPC DataATM E-MPC DataATM E-MPC DataATM
Address Address Address Address
Extensions Received Extensions Received Extensions MPOA DLL Header

(except for MPOA

Extension (Cache ID)

DLL Header Local Extensions
Extension)
The reply phase proceeds from left to right as follows:
Ingress M PC Ingress M PS Egress M PS EgressMPC
Packet Type NHRP Purge NHRP Purge Reply MPOA Egress Cache
Reply Purge Reply
Request 1D Request ID 3 Request ID 2 Request ID 1
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Source I-MPS Protocol E-MPS Protocol NULL or E-MPC

Protocol Address Address Protocol Address

Address

Destination I-MPC Protocol I-MPS Protocol E-MPS Protocol

Protocol Addressor NULL | Address Address

Address

Source NBMA | I-MPS DataATM E-MPC DataATM E-MPC DataATM

Address Address Address Address

Client Destination Destination Protocol Destination Protocol

Protocol Protocol Address Address (to purge) Address (to purge)

Address (to purge)

Prefix Length | Destination Prefix | Destination Prefix Destination Prefix
Length Length Length

Client NBMA | E-MPC DataATM | E-MPC DataATM E-MPC DataATM

Address Address Address Address

Extensions Received Received Extensions Received Extensions
Extensions

B.3 Egress MPS-Initiated Egress Cache Purge

Egress MPS-Initiated Egress Cache Purges are transacted with the ingress MPC and the egress MPC simultaneously.
Each transaction includes a request phase and areply phase. The request phase proceeds as follows:

IngressMPC | Ingress M PS Egress MPS Egress M PS EgressMPC
Packet Type NHRP Purge NHRP Purge MPOA Cache
Request Request Imposition
Request
Direction < < >
Request 1D Request ID 3 Request ID 2 Request ID 1
Source [-MPS Protocol E-MPS Protocol E-MPS Protocol
Protocol Address Address Address
Address
Destination I-MPC Protocol I-MPS Protocol Destination
Protocol Addressor NULL | Address Protocol Address
Address (to purge)
Source NBMA I-MPS DataATM | E-MPC Data NULL
Address Address ATM Address
Client Destination Destination NULL
Protocol Protocol Address | Protocol Address
Address (to purge) (to purge)
Prefix Length Destination Prefix | Destination Prefix | Destination Prefix
Length Length Length
Holding Time 0
Client NBM A E-MPC Data E-MPC Data NULL
Address ATM Address ATM Address
Extension MPOA DLL
Header Extension
(Cache ID) (4)
The reply phase proceeds as follows:
IngressMPC Ingress M PS EgressM PS Egress M PS EgressMPC
Packet Type NHRP Purge NHRP Purge MPOA Cache
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Reply Reply Imposition
Reply
Direction > > <
Request 1D Request ID 3 Request ID 2 Request ID 1
Source I-MPS E-MPS Protocol E-MPS Protocol
Protocol Protocol Address Address
Address Address
Destination I-MPC I-MPS Protocol Destination
Protocol Protocol Address Protocol
Address Address or Address (to
NULL purge)
Source NBMA | I-MPS Data E-MPC Data NULL
Address ATM Address | ATM Address
Client Destination Destination NULL
Protocol Protocol Protocol Address
Address Address (to (to purge)
purge)
Prefix Length | Destination Destination Prefix Destination
Prefix Length Length Prefix Length
Client NBMA | E-MPC Data E-MPC Data NULL
Address ATM Address | ATM Address
Extensions Received
Extensions
(4) Optional

B.4 Data-Plane Purge

Data-Plane Purges operate in a single phase from right to left as follows:

IngressMPC | EgressM PC
Packet Type NHRP Purge Request
Request 1D Unused. Set to zero
Sour ce Protocol E-MPS Protocol
Address Addressor NULL (5)
Destination NULL

Protocol Address

Source NBMA E-MPC DataATM

Address Address

Client Protocol Destination Protocol

Address Address (to purge)

Prefix Length Destination Prefix
Length

Client NBMA E-MPC DataATM

Address Address

Extensions

(5) Use E-MPS Protocol addressif purge results from an MPS dying, and NULL if purge results from an egress

cache miss.

B.5 MPOA Trigger

MPOA Triggers operate in asingle phase from right to left as follows:
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IngressMPC | Ingress M PS
Packet Type MPOA Trigger
Request 1D unused
Sour ce Protocol I-MPS Protocol Address
Address
Destination Destination Protocol Address (to trigger)
Protocol Address
Source NBMA I-MPS Control ATM Address
Address
Client Protocol Destination Protocol Address (to trigger)
Address (6)
Prefix Length (6) Destination Prefix Length (to trigger)
Client NBM A NULL
Address (6)
Extensions
(6) Optional

B.6 MPOA Keep-Alive

MPOA Keep-Alive messages are sent by both ingress and egress MPSs. MPOA Keep-Alives operate in asingle
phase from left to right as follows:

MPS MPC
Packet Type MPOA Keep-Alive
Request 1D Keep-Alive
sequence number
Sour ce Protocol NULL
Address
Destination NULL

Protocol Address

Source NBM A MPS Control ATM
Address Address

Extensions MPOA Keep-Alive
Lifetime Extension
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Annex C. NBMA Next Hop Resolution Protocol (NHRP)

[Normative]
The NBMA Next Hop Resolution Protocol (NRHP) [NHRP] as specified in IETF RFC 2332 is a mandatory part of
this specification.

Note: At the time MPOA 1.0 was specified, adraft version of NHRP had been put into this Annex C as a
placeholder. It was made clear that the intention was to replace the copy of that draft by areference to the RFC
version of NHRP as soon as it would be available.
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Annex D: MPOA 1.1 PICS Proforma

D.1. Introduction

To evaluate conformance of a particular implementation, it is necessary to have a statement of which capabilities and
options have been implemented. Such a statement is called a Protocol I|mplementation Conformance Statement
(PICS). To provide a PICS, the questions of a PICS Proforma - as provided by this document - have to be answered
for an implementation.

Further information on the purpose of a PICS Proformais provided by the informative attachment at the end of this
Annex D.

D.1.1.Scope

This Annex provides for the PICS proforma for the MPOA 1.1 (Multiprotocol over ATM, Version 1.1)
specification of the ATM Forum. With regard to the erratato MPOA 1.0 (see Annex E below), the corrected text of
MPOA 1.1 istaken asthe basis for the PICS, but references to the previous [MPOA 1.0] statements are attached as
notes in those cases where the PICS Proforma are affected.

Basic rules how tofill in a PICS proforma are summarized in section D.2 below.

General rulesfor the specification of PICS proforma are provided by [I SO 9646-1]. Detailed guidance for the
specification of PICS proformais provided by [ISO 9646-7]; in particular the structure of a PICS proforma, the
questions to be asked, the syntax and notation to be used and the semantics of the questions and expected answers.

D.1.2.Normativereferences
The normative references of section 6 above apply for this PICS Proforma.

D.1.3.D€finitions

In addition to the definitions of section 2.1 above, this Annex uses the following terms defined in [1SO 9646-1]:

« A Protocol Implementation Conformance Statement (PICYS) is a statement made by the supplier of an
implementation or system, stating which capabilities have been implemented for a given protocol.

e A PICSproformaisadocument, in the form of a questionnaire, designed by the protocol specifier or
conformance test suite specifier, which when completed for an implementation or system becomes the PICS.

D.1.4.Acronyms

The acronyms and abbreviations of section 2.2 above apply in this Annex.

D.1.5.Conformance

The supplier of aprotocol implementation which is claimed to conform to the MPOA 1.1 Specification is required to
complete a copy of the PICS proforma provided in this document and is required to provide the information
necessary to identify both the supplier and the implementation.
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D.2.Instructions

D.2.1.Instructionsfor completing the PICS proforma

The supplier of aprotocol implementation which is claimed to conform to this ATM Forum MPOA 1.1 specification
shall complete the following Protocol Implementation Conformance Statement (PICS) proforma.

The PICS proformais afixed format questionnaire. The supplier of the implementation shall complete this
guestionnaire, in particular identify the implementation, complete the global statement of conformance, and
providing the answers in the rows of the tablesin clauses D.5 and following. The structure of the tablesis explained
in subclauses D.2.4 and D.2.5. For each row in each table, the supplier shall enter an explicit answer (i.e. by ticking
the appropriate "yes', "no", or "N/A" in each of the support column boxes provided. Where a support column box is
left blank, or whereit is marked "N/A" without any tick box, no answer isrequired. If a"prerequisiteline” (see D.2.5
below) is used after a subclause heading or table title, and its predicate is false, no answer is required for the whole
sublause or table, respectively.

A supplier may also provide - or be required to provide - further information, categorized as either Additional
Information or Exception Information. When present, each kind of further information isto be provided in a further
subclause of items [abelled

"a<i>" for additional information,
"x.<i>" for exceptiona information

for cross-referencing purposes, where <i> is any unambiguous identification for the item (e.g., ssimply anumeral);
there are no other restrictions on its format and presentation.

D.2.2. Additional Infor mation

Items of Additional Information allow a supplier to provide further information intended to assist the interpretation
of the PICS. It is not intended or expected that a large quantity will be supplied, and a PICS can be considered
complete without any such information. Examples might be an outline of the ways in which a (single)
implementation can be set up to operate in avariety of environments and configurations.

References to items of Additional Information may be entered next to any answer in the questionnaire, and may be
included in items of Exception information.

D.2.3. Exception Information

It may occasionally happen that a supplier will wish to answer an item with mandatory or prohibited status (after any
conditions have been applied) in away that conflicts with the indicated requirement. No pre-printed answer will be
found in the Support column for this. Instead, the supplier is required to write into the support column an x.<i>
reference to an item of Exception Information, and to provide the appropriate rationale in the Exception item itself.

An implementation for which an Exception item is required in this way does not fully conform to this Standard; and

the answer to the global statement of conformance (see clause 4) cannot be "yes'. A possible reason for the situation
described above isthat a defect in the Standards has been reported, a correction for which is expected to change the

requirement not met by the implementation.

D.2.4 Legend for the columns of the PICS proformatables

The questionnaire in clauses D.5 and beyond is structured as a set of tables in accordance with the guidelines
presented in [1SO 9646-7]. The columns of the tables shall be interpreted as follows:

"ltem"

The item column contains a unique reference (a mnemonic plus a number) for each item within the PICS proforma.
Items need not always be numbered sequentially.

ATM Forum Technical Committee Page 91 of 234



AF-MPOA-0114.000 MPOA Version 1.1

"Item Description”
The item description column contains a brief summary of the static requirement for which a support answer is
reguired. This may be done by a question or a reference to a specific feature.

"Conditions for Status"

The conditions for status column contains a specification, if appropriate, of the predicate upon which a conditional
status is based. The indication of an item reference in this column indicates a simple-predicate condition (support of
thisitem is dependent on the support marked for the referenced item).

Within the "conditions for status' column, the following symbols are used:

"1" the symbol "]" is used to indicate alogical negation ("NOT"),

"&" the "&” symbol is used to indicate the logical AND,

"V the symbol "v” is used to indicate the logical "OR”.

"Status"

The following notations, as defined in [ISO 9646-7], are used for the status column:

I Irrelevant or out-of-scope - this capability is outside the scope of the standard to which this PICS proforma
applies and is not subject to conformance testing in this context.

M Mandatory - the support of this capability is required for full conformance to the standard.

N/A Not Applicable - in the given context, it is impossible to use the capability. No answer in the support
column is required.

(0] Optional - the capability is not required for conformance to the protocol and may be supported or not.
However, if the capability is implemented, it is required to conform to the protocol specifications.

O.<n> Qualified optional - in this case, <n> is an integer that identifies a unique group of related optional items. If
no additional qualification is indicated, the support of at least one of the optional items is required for
conformance to the standard. Otherwise, the qualification and logic of the selection among the optional
items is defined below the table explicitly.

X eXcluded or prohibited - there is a requirement not to use this capability in a given context.

"Reference"

Except where explicitly stated, the reference column refers to the appropriate subclause(s) of the ATM Forum
MPOA Vs. 1.1 specification describing the particular item. The reference merely indicates the place(s) where the
core of a description of an item can be found; additional information on this item may be contained in other parts of
the MPOA Vs. 1.1 specification, and has to be taken into account when making a statement about the conformance
to that particular item.

"Support "

In the support column, the supplier of the implementation shall enter an explicit answer. The following notation is
used:

[1Yes [1No Tick "yes", if item is supported; tick "No", if item is not supported.

[ 1 NA Tick "N/A", if the item is "not applicable".

In specific cases, the indication of explicit values may be requested. Where a support column box is left blank, or
where it is marked "N/A" without any tick box, no answer is required.

D.2.5.Legend for further indications of the PICS profor ma tables
In addition to the columns of a table, the following information may be indicated:

"Prerequisite line"

A prerequisite line after a subclause heading or table title indicates that the whole subclause or the whole table is not
required to be completed if the predicate is false. The prerequisite line takes the form:

Prerequisite:<predicate>.

"Qualification"

At the end of a table, a detailed qualification for a group of optional items may be indicated, as specified in the
description of the status "qualified optional" in subclause 2.4.
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"Comments’
This box at the end of atable alows a supplier to enter any comments to that table. Comments may also be provided
separately (without using this box).

D.3.ldentification of the implementation

Identification of the implementation and the system in which it resides should be filled in to provide as much detail
as possible regarding version numbers and configuration options.

Configuration options outlined in MPOA 1.1 have been incorporated into this PICS proforma. They are referred to
by qualified options or prerequisite lines, in order to reflect that an implementation only needs to provide the
addressed functions at an interface, if it is configured accordingly.

The contact person indicated (see subclause D.3.6) should be able to answer queries regarding information supplied
inthe PICS.

As specified in clause 5 of [ISO 9646-7], it isrequired for all implementations to at least provide the identification of
the implementation (D.3.2), product supplier information (D.3.4), identification of a contact person (D.3.6), and
detailed identification of the protocol for which the PICS applies (D.3.7). Identification of the system in which the
implementation resides (D.3.3) is recommended in order to facilitate full identification of the system, and avoid
possible problems during conformance testing. The customer information (D.3.5) only needsto befilled inif itis
relevant and different from the product supplier information.

D.3.1.Date of statement

D.3.2.Identification of theimplementation

Theterms"name" and "version" should be interpreted appropriately to correspond with a suppliers terminology (e.g.
Type, Series, Model).
Name of the implementation:

I mplementation version:

D.3.3.Identification of the system in which it resides
Name of the system:

Hardware configuration:

Operating system:

D.3.4.Product supplier
Name:

Address:

Telephone number:
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Facsimile number:

E-Mail address:

Additional information:

D.3.5.Customer
Name:

Address:

Telephone number:

Facsimile number:

E-Mail address:

Additional information:

D.3.6.PICS contact person
Name:

Address:

Telephone number:

Facsimile number:

E-Mail address:

Additional information:

D.3.7.Protocol for which this PICS applies
Protocol:
ATM Forum Multi-Protocol over ATM (MPOA) Specification

Protocol Version - please identify the specification unambiguously, including e.g. reference number, edition number
(if applicable) and publication date:

Version 1.1 (=this specification)
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Note: MPOA version 1.1 with the related corrections to [MPOA 1.0] istaken as a basis for the PICS Proforma questions below.
However, comments added to the PICS proforma questions will indicate deviations of the original [MPOA 1.0] from the
corrected version where necessary.

Further Errata Implemented (if applicable):

Addenda Implemented (if applicable):

Amendments Implemented (if applicable):

D.4.Global Statement of Conformance

Does the implementation described in this PICS meet the mandatory requirements of the referenced standard as
described in section D.3.7 above?

[1] Yes

[] No
Note: Answering "No" to this question means that full conformance to the protocol specification must not be
claimed. In this case, an explanation shall be given of the nature of non-conformance either below or on a separate

sheet of paper. Further the instructions outlined in subclause D.2.3 ("Exception Information™) shall be followed when
completing the PICS proforma tables.

Nature of non-conformance (if applicable):
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D.5.Roles

The concept of rolesisillustrated in subclause 8.5.2 of 1SO/IEC 9646-7. For implementations, it is required to
identify which roles are supported. Roles are used in PICS proformas as predicates for the "conditions for status'
column if an item is conditional upon the role(s) supported.

Item Roles Conditions for Status Reference Support
Is the implementation capable of ... status
Rolel functioning as an MPOA client (MPC)? 0.1 2.1,3.1 [IYes [ ]No
Rolel.1 functioning as an Ingress MPC? Rolel M 21,445 [1Yes
] (Rolel) N/A [ IN/A
Rolel.2 functioning as an Egress MPC? Rolel M 21,445 [1Yes
] (Rolel) N/A [ IN/A
Role2 functioning as an MPOA server (MPS)? 0.1 2.1,3.1 [1Yes [ ]No
Role2.1 functioning as an Ingress MPS? Role2 M 2.1 [1Yes
] (Role2) N/A [ IN/A
Role2.2 functioning as an Egress MPS? Role2 M 2.1 [1Yes
] (Role2) N/A [ IN/A
Role3 functioning as Co-Located Rolel & Role2 O 4.2.3 [TYes [ ]No
MPOA Client and MPOA Server? ] (Rolel & Role2) | N/A [ IN/A
Comments:

Table D-1: Roles

D.6.Additional Specifications implemented to support ATM Forum MPOA Vs. 1.1

It is strongly recommended that for the supported specifications, separate PICS are provided according to the PICS
proforma specified for those specifications, and are attached to this PICS proforma. If not available, it is
recommended to at least provide an informal sheet responding to the questions of clauses D.3 and D.4 above for
those specifications.

Item Additional Specifications Supported Conditions for Status Reference Support

Does the implementation support ... status

AddS1.1 ATM Forum UNI 3.0 specification [UNI 3.0] ? 0.2 1.2 [IYes [ ]No

AddS1.2 ATM Forum UNI 3.1 specification [UNI 3.1] ? 0.2 1.2 [IYes [ ]No

AddS1.3 ATM Forum UNI 4.0 specification [UNI 4.0] ? 0.2 1.2 [IYes [ ]No

AddS2 ATM Forum LANE Vs. 2.0 LUNI interface M 12,3 [1Yes
specification [LANE] ?

AddS3 the Next Hop Resolution Protocol (NHRP) as Role2 v Role3 M 1.2, 4, Annex C [1Yes
specified in RFC 2332 [NHRP]? Role 1 [e) [IYes[INo

Adds4 Multiprotocol encapsulation over ATM Adaptation M 511,481 [1Yes
Layer 5 (IETF RFC 1483) [RFC 1483] ?

Comments:

Table D-2: Additional Specifications Supported
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D.7.MPC Generic Protocol Handling
Prerequisite: Rolel

Item MPC Generic Protocol Handling Conditions for Status Reference Support
Is the implementation capable of... status
C-Kpalvl supporting the keep-alive protocol and detect M 4.6,5.3.2.4.4 [TYes

MPS failures by missing or out-of-sequence
Keep-Alive messages from that MPS?

C-Kpalv2 tolerating the release of a VCC over which keep- O 4.6 [TYes[]No
alive messages were received, without drawing
any inference about the state of the related MPS?

Comments:

Table D-3: MPC Generic Protocol Handling
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D.8.MPC Configuration
Prerequisite: Rolel
Item MPC Configuration Conditions for Status Reference Support
Is the implementation capable of... status
C-Confl obtaining configuration information from an M 4.4.1 [1Yes
LECS?
C-Confl.1 bypassing the configuration phase and use (0] 4.4.1 [1Yes[]No
default or locally configured parameters?
C-Confl.2 being associated with more than one LE Client? O 441,314 [IYes[]No
C-Confl.2.1 | retrieving configuration information over more C-Conf1.2 (0] 4.4.1 [1Yes[]No
than one of its LE Clients? ] (C-Conf1.2) N/A [IN/A
C-Confl.3 using configuration information returned to an (0] 4.4.1 [1Yes[]No
MPC's LE Client during the LE Client’s
initialization phase without issuing another
Configuration Request?
C-Conf2 supporting all MPC configuration parameters? M 41.2.1 [IlYes
C-Conf2.1 supporting which value or range of values of M 4.1.21,4.4.2 Value/Range:
parameter MPC-p1 (number between 1 and
65535)?
C-Conf2.2 supporting which value or range of values of M 4.1.21,4.4.2 Value/Range:
parameter MPC-p2 (in seconds between 1 and
60)?
C-Conf2.3 supporting which set of flow detection protocols M 4121 Protocols:
as specified by parameter MPC-p3?
C-Conf2.4 supporting which value or range of values of M 41.21 Value/Range:
parameter MPC-p4 (in seconds between 1 and
300)?
C-Conf2.5 supporting which value or range of values of M 41.21 Value/Range:
parameter MPC-p5 (in seconds between 10 and
300) ?
C-Conf2.6 supporting which value or range of values of M 41.21 Value/Range:
parameter MPC-p6 (in seconds between 30 and
1200)?
C-Conf3 supporting the MPC constants? M 41.2.2 [1Yes
Comments:

Table D-4: MPC Configuration
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Prerequisite: Rolel

AF-MPOA-0114.000

Iltem MPC Device Discovery Conditions for Status Reference Support
Is the implementation capable of... status

C-Ddiscl MPS device discovery using LANE? M 4.2 [1Yes

C-Ddiscl.1 registering the MPOA Device Type TLV with M 4.2 [1Yes
each LE Client on which it is configured?

C-Ddiscl.2 discovering and communicating with at least one M 42,311 [1Yes
MPS in an ELAN?

C-Ddiscl1.2.1 | discovering and communicating with more than C-Ddiscl.2 (0] 42,311 [IYes []No
one MPS in the same ELAN? ] C-Ddisc1.2 N/A [1N/A

C-Ddiscl1.2.2 | discovering and communicating with how many C-Ddiscl.2.1 M 42,311 Value:
MPSs in the same ELAN (value > 1)? ] C-Ddisc1.2.1 N/A [1N/A

C-Ddisc2 registering the MPOA Device Type TLV with each M 42,421,314 [1Yes
LE Client on which it is configured?

C-Ddisc2.1 requesting each of its associated LE Clients to C-Ddisc2 (0] 421 [1Yes[]No
send an Unregister Request to the LES for each |] C-Ddisc2 N/A [1N/A
registered MAC address on the change of device
status?

C-Ddisc2.1.1 | requesting each of its associated LE Clients to re- | C-Ddisc2.1 (0] 421 [1Yes[]No
register at the LES with the new set of TLVs after | ] (C-Ddisc2.1) N/A [TN/A
unregistering?

C-Ddisc2.2 requesting its LE Clients to send a targetless C-Ddisc2 (0] 4.22,42.4.2 [1Yes[]No
LE_ARP_REQUEST to the LES to indicate ] C-Ddisc2 N/A [1N/A
MPOA device changes?

C-Ddisc2.2.1 | requesting each of the associated LE Clients, if C-Ddisc2.2 (0] 4.2.2 [1Yes[]No
the status of MPOA device changes, to send a ] (C-Ddisc2.2) N/A [1N/A
Targetless_LE_ARP_REQUEST to the LES for
MAC addresses previously included in an
address resolution response with the new set of
TLVS?

C-Ddisc2.3 responding to an MPOA request with error code | C-Ddisc2 (0] 4243 [1Yes[] No
0x86 to indicate an MPOA device change? ] C-Ddisc2 N/A [1N/A

C-Ddisc3 in case of a co-located MPC / non-MPOA device, M 4.2.3 [1Yes
separating the corresponding two sets of LE
Client ATM addresses, and separating the related
VCCs

Comments:

Table D-5: MPC Device Discovery
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D.10.MPC Target Resolution

D.10.1.MPC Data Path Processing
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Prerequisite: Rolel
Iltem MPC Data Path Processing Conditions for Status Reference Support
Is the implementation capable of ... status
C-DataFI1 supporting the detailed behavioural MPC diagram M Figure 8, 4.4 [1Yes
for data path processing?
C-DataFI2 supporting the procedures for inbound data flow? | Rolel.1 M 4.4.2 [1Yes
] Role1.1 N/A [1N/A
C-DataFI2.1 | including a(n) (internetwork layer) source protocol | Rolel.1 (0] 4.4.2 [1Yes[] No
address in the MPOA Resolution Request ] Rolel.1 N/A [IN/A
different from NULL?
C-DataFI2.2 | including an MPOA Service Category extension Rolel.1 (0] 4.42,4809.1 [1Yes[]No
in the MPOA Resolution Request? ] Role1.1 N/A [1N/A
C-DataFI2.3 | including additional extensions in the MPOA Rolel.1 (0] 4.4.2 [1Yes[] No
Resolution Request as specified in NHRP? ] Role1.1 N/A [1N/A
C-DataFI2.4 | including the MPOA Egress Cache Tag Extension | Rolel.1 M 4.4.2 [1Yes
in the MPOA Resolution Request? ] Rolel.1 N/A [1N/A
C-DataFI3 supporting the procedures for outbound data Rolel.2 M 4.4.3 [1Yes
flow? ] Role1.2 N/A [1N/A
C-DataFI3.1 | including the MPOA Egress Cache Tag Extension | Rolel.2 (0] 4.4.3 [1Yes[] No
in the Cache Imposition Reply if it was included in | | Role1.2 N/A [1N/A
the corresponding Request?
C-DataFI3.2 | supporting unique keys for egress cache entries? | Rolel.2 M 4.4.3 [1Yes
] Rolel.2 N/A [1N/A
C-DataFI3.2.1 | associating a distinct tag value with every egress | C-DataFI3.2 0.4 4.4.3,5.3.2.4.2 [1Yes[]No
cache entry? ] C-DataFI3.2 N/A [1N/A
C-DataFI3.2.2 | using tags as part of the key for the egress cache | C-DataFI3.2 0.4 4.4.3,5.3.2.4.2 [1Yes[]No
entry? ] C-DataFI3.2 N/A [IN/A
C-DataFI3.2.3 | always using different destination ATM addresses | C-DataFI3.2 0.4 4.4.3 [1Yes[] No
with different DLL headers? ] C-DataFI3.2 N/A [1N/A
C-DataFI3.3 | continuing forwarding packets from the LE Client | Rolel.2 (0] 443,47.1.2 [1Yes[]No
interface to the bridge for up to 30 seconds in ] Role1.2 N/A [1N/A
case of a cache hit, but no MAC destination
address?
C-DataFI3.4 | adding padding, if necessary to comply with the Rolel.2 M 4.4.3 [1Yes
minimum frame size of the egress ELAN? ] Rolel.2 N/A [1N/A
Comments:

Table D-6: MPC Data Path Processing
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Prerequisite: Rolel
Iltem MPC Cache Management Conditions for Status Reference Support
Is the implementation capable of ... status
C-CacheM1 | supporting ingress cache entry creation and Rolel.1 M 4441 [1Yes
management? ] Rolel.1 N/A [1N/A
C-CacheM1.1 | using the retry procedure if an MPOA Resolution | Rolel.1 (0] 4441, 4.3, [1Yes[] No
Reply is not received? ] Role1.1 N/A 44.6.14 [1N/A
C-CacheM using the same Request Id. in the MPOA C-CacheM1.1 M (Note) |(4.3,4.4.6.1.4 [1Yes []No
1.1.1 Resolution Retry as in the outstanding ] C-CacheM1.1 N/A [1N/A
request(s)?
C-CacheM autonomously terminating the retry procedure at | C-CacheM1.1 (0] 4.46.1.4 [1Yes []No
1.1.2 any time, deciding a shortcut is no longer ] C-CacheM1.1 N/A [1N/A
needed?
C-CacheM1.2 | withdrawing ingress cache entries autonomously | Rolel.1 (0] 4441 [1Yes[] No
at any time for local reasons? ] Rolel.1 N/A [1N/A
C-CacheM1.3 | immediately re-issueing a new MPOA Resolution | Rolel.1 0.5 4441 [1Yes[] No
Request after a shortcut stop caused by a Purge? | ] Rolel.1 N/A [1N/A
C-CacheM1.4 | waiting and using local information to determine Rolel.1 0.5 4441 [1Yes[]No
when to issue a new MPOA Resolution Request | ] Rolel.1 N/A [1N/A
after a shortcut stop caused by a Purge?
C-CacheM2 | supporting egress cache entry creation and Rolel.2 M 4.4.4.2 [1Yes
management? ] Rolel.2 N/A [1N/A
C-CacheM2.1 | discarding packets received over a shortcut after | Rolel.2 M 4.4.4.2 [1Yes
the egress cache entry has become invalidated? |] Role1.2 N/A [1N/A
C-CacheM3 | supporting ingress cache control information: Rolel.1 M 4.46.1 [1Yes
shortcut entry state, shortcut VCC state, Ingress | ] Role1.1 N/A [1N/A
MPS Control ATM address, Last NHRP CIE
Code, Last Q.2931 Cause Value, ATM address of
Egress-MPC, Holding Time, Request-Id, Retry
Time, Packets Forwarded
C-CacheM3.1 | saving the received ATM Service Catagory Rolel.1 (0] 4.46.1.2 [1Yes[]No
Extension while setting up shortcut VCCs? ] Role1.1 N/A [1N/A
C-CacheM4 | supporting egress cache control information: Rolel.2 M 4.4.6.2 [1Yes
shortcut entry state, egress MPS Control ATM ] Rolel.2 N/A [1N/A
Address, Cache Id., Ingress MPC/NHC data ATM
Address, holding time?
C-CacheM4.1 | using the Ingress MPC/NHC data ATM Address | C-CacheM4 (0] 4.4.6.2.2 [1Yes[]No
to verify the sender identity of shortcut packets? |] C-CacheM4 N/A [1N/A
C-CacheM4.2 | supporting control information on "packets Rolel.2 (0] 4.4.6.2.4 [1Yes[]No
received” (via a shortcut VCC)? ] Rolel.2 N/A [1N/A
Comments:

0.5: Exactly one of these options must be supported
Note: It should be noted that section 4.4.6.1.4 of the original [MPOA 1.0] specification did refer to C-CacheM1.1.1 as being optional
("should"). This was inconsistent with section 4.3, and has been corrected.

Table D-7: MPC Cache Management
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D.10.3.MPC Cache Maintenance
Prerequisite: Rolel

MPOA Version 1.1

Iltem MPC Cache Maintenance Conditions for Status Reference Support
Is the implementation capable of ... status
C-CMaintl invalidation of imposed egress cache entries? Rolel.2 M 47.1.2 [1Yes
] Rolel.2 N/A [1N/A
C-CMaint2 the protocol for MPC-initiated Egress Cache Rolel.2 (0] 4.7.1.6 [IYes []No
Purge to notify the egress MPS on invalid cache ] Rolel.2 N/A [1N/A
entries?
C-CMaint2.1 | including the following information in an MPOA C-CMaint2 M (Notel) [ 4.7.1.6 [1Yes
Egress Cache Purge Request (Note 1): Request | ] C-CMaint2 N/A [1N/A
ID, Egress MPS Protocol Address, Egress MPC
Data ATM Address, Destination Protocol
Address, Destination Prefix Length, MPOA DLL
Header Extension, no-reply flag
C-CMaint3 supporting the procedures for handling an MPOA | Rolel.1 M 4721 [1Yes
trigger from an MPS? ] Role1.1 N/A [1N/A
C-CMaint4 supporting the procedures for egress Data Plane | Rolel.2 M 4723 [1Yes
Purge? ] Rolel.2 N/A [1N/A
C- sending a data plane NHRP Purge Requests in C-CMaint4 0.6 4.7.2.3 (Note 2) [1Yes []No
CMaint4.1.1 | case of missing Keep-Alive messages from the ] C-CMaint4 N/A [1N/A
related MPS?
C- invalidate cache entries locally in case of missing | C-CMaint4 0.6 4.7.2.3 (Note 2) [1Yes []No
CMaint4.1.2 Keep-Alive messages from the related MPS? ] C-CMaint4 N/A [1N/A
C-CMaint4.2 | sending a data plane NHRP Purge Request over | C-CMaint4 M 4723 [1Yes
a shortcut in case of an egress cache lookup ] C-CMaint4 N/A [1N/A
failure for a received packet over that shortcut?
C- periodically repeating the NHRP Data Plane C-CMaint4.2 M 4.7.1.4,4.7.2.3 [1Yes
CMaint4.2.1 | Purge Request to the ingress MPC to recover ] C-CMaint4.2 N/A [IN/A
from continuing receipt of invalid data packets?
C- periodically repeating the NHRP Purge Request | C-CMaint4.2.1 M 4.7.1.4,4.7.2.3 _ (value)
CMaint4.2.2 | at which frequency? ] C-CMaint4.2.1 N/A [1N/A
C-CMaint5 supporting the procedures for receiving and pro- | Rolel.1 M 4723 [1Yes
cessing an NHRP Purge Request on a shortcut? ] Rolel.1 N/A [1N/A
C-CMaint6 ignoring source address information received in Rolel.1 (0] 47.2.2 [IYes []No
an NHRP ingress cache purge request for the ] Role1.1 N/A [1N/A
decision which entries to purge?
Comments:

Note 1: The option to include the "Ingress MPC Data ATM Address", as allowed by the [MPOA 1.0] specification was considered to
be inconsistent, and has been discarded within the MPOA 1.1. It should also be noted that MPOA 1.1 clarifies that all the items listed
in C-CMaint2.1 are mandatory for the MPOA Egress Cache Purge Request.

Note 2: C-CMaint4.1.1 was regarded as being mandatory in the original [MPOA 1.0] specification. MPOA 1.1 also allows C-
CMaint4.1.2 as an alternative which is not specified in the original [MPOA 1.0] specification.

0.6: Exactly one of these alternatives must be supported.

Table D-8: MPC Cache Maintenance
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D.11.MPC Connection Management
Prerequisite: Rolel
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Iltem MPC Connection Management Conditions for Status Reference Support
Is the implementation capable of... status

C-Cmanl supporting LLC/SNAP encapsulation for all M 48.1,51.1 [1Yes
PDUs?

C-Cmanl.1 supporting NULL encapsulation? O 48.1,51.1 [1Yes []No

C-Cman2.1 supporting the sharing of a VCC by multiple (0] 4.8.1 [1Yes[]No
protocols (LLC multiplexing)?

C-Cman2.2 forcing separation of VCCs for different protocols | C-Cman2.1 N/A 4.8.1 [1N/A
between the same endpoints? ] C-Cman2.1 [e) [1Yes [ ]No

C-Cman3 establishing, receiving and maintaining a VCC M 4.8.2 [1Yes
to any entity that conforms to the connection
management procedures as specified in
[MPOA 1.0], whether or not the entity is an
MPOA component?

C-Cman4 initiating VCC establishing calls? M 4.8.3 [1Yes

C-Cman4.1 not immediately re-establishing VCCs terminated (0] 4.8.8 [1Yes []No
by the remote party, unless it has PDUs to
transfer?

C-Cman4.2 allowing VCCs to idle out based on inactivity? (0] 4.8.8 [lYes [INo

C-Cman5.1 setting up of additional VCCs to the same C-Cman2.2 M 4.8.3 [1Yes
MPOA component? ] C-Cman2.2 (0] 4.8.5 [1Yes []No

C-Cmanb.2 supporting multiple VCCs between peer M 4.8.5 [1Yes
systems?

C-Cman5.3 supporting the procedures for reducing the C-Cman5.2 O 4.8.5 [TYes [ ]No
number of redundant VCCs between peer ] C-Cman5.2 N/A [TN/A
systems?

C-Cman5.4 accepting all incoming VCCs that indicate the O 4.8.4 [TYes[]No
use of LLC encapsulation?

C-Cman6.1 learning Internetwork Layer Address-to-ATM X 4.8.6 [INo
Address mappings as a result of using the
INATMARP protocol on VCCs?

C-Cman6.2 deriving Internetwork Layer-to-ATM Address X 4.8.6 [INo
mappings by learning from the Source Protocol
and Source NBMA Address fields in an
MPOA/NHRP Resolution Request?

C-Cman7 establishing VCCs according to the MPOA rules M 4.8.9 [TYes
for usage of UNI signaling information elements?

C-Cman7.1 establishing point-to-multipoint calls? 0 4.8.9 [JYes []INo

C-Cman7.2 accepting VCCs with the UBR service M 4.8.9.1 [TYes
category?

C-Cman7.3 accepting VCCs with other than the UBR O 4.8.9.1 [TYes []No
service category?

C-Cman7.4 retrying a UBR-VCC for transferring control M 4.8.9.1 [TYes
messages, if a non-UBR was not accepted?

C-Cman7.5 supporting UNI 3.0 considerations for Traffic AddS1.1 M 4.8.9.1 [TYes
Description? ] AddS1.1 N/A [1N/A

C-Cman7.6 supporting UNI 4.0 considerations for Traffic AddS1.3 M 4.8.9.1 [TYes
Description? ] AddS1.3 N/A [1N/A
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C-Cman8 only using class 0 under the UBR Service M 4.8.9.2 [1Yes
Category?

C-Cman8g.1 treating coding standard field values "00” and "11” (0] 4.8.9.2 [IYes []No
as equivalent for QoS class 0?

C-Cman9 supporting the default CPCS-SDU size for M 4.8.9.3 [1Yes
both forward and backward directions?

C-Cman9.1 initiating a negotiation of a larger CPCS-SDU (0] 4.8.9.3 [TYes []No
size?

C-Cman9.2 supporting fragmentation of internetwork layer (0] 4.8.9.3 [IYes []No
packets to meet remote party MTU capabilities?

C-Cman9.3 always including the AAL parameter IE in both M 4.8.9.3 [1Yes
SETUP and CONNECT messages?

C-Cman9.3.1 | omitting the SSCS type parameter of the AAL C-Cman9.3 M 4.8.9.3 [1Yes
parameter IE, or coding it as null-SSCS? ] C-Cman9.3 N/A [1N/A

C-Cman9.4 supporting the UNI 3.0 considerations for AAL5 AddS1.1 M 4.8.9.3 [1Yes
Parameters? ] AddS1.1 N/A [1N/A

C-Cman9.4.1 | omitting the UNI 3.0 mode parameter, or setting it | C-Cman9.4 (0] 4.8.9.3 [IYes []No
to 1 to indicate message mode? ] C-Cman9.4 N/A [1N/A

C-Cman9.5 recognizing NHRP-only interoperability situations (0] 4.8.9.3 [TYes []No
with regard to CPCS-SDU sizes?

C-Cmanl10 supporting the use of the B-LLI IE? M 4.8.9.4 [1Yes

C-Cmanl10.1 | supporting B-LLI negotiation? C-Cman10 (0] 48.9.4 [IYes []No

] C-Cmani10 N/A [1N/A

C-Cmanll supporting the use of BCOB-C and BCOB-X? M 4.8.9.5 [1Yes

C-Cmanll.1 | retrying call establishment with the other value, if | C-Cmanl1l (0] 4.8.9.5 [IYes []No
a call with one of the values BCOB-C or -X is ] C-Cman1l N/A [1N/A
rejected due to a Bearer Capability problem?

C-Cmani2 supporting all three formats of private ATM M 4.8.9.6 [1Yes
addresses?

C-Cmanl2.1 | supporting the use of native E.164 ATM C-Cmani2 (0] 4.8.9.6 [IYes []No
addresses? ] C-Cmani2 N/A [1N/A

C-Cmanl2.2 | supporting the use of Calling Party Subaddress or | C-Cman12 (0] 4.8.9.6 [IYes []No
Called Party Subaddress in the SETUP ] C-Cman12 N/A [1N/A
message?

C-Cmanl12.3 | supporting UNI3.0 considerations for ATM AddS1.1 M 4.8.9.6 [1Yes
addressing? ] AddS1.1 N/A [1N/A

Comments:

Table D-9: MPC Connection Management

D.12.MPC Data Transfer
Prerequisite: Rolel

Ed. Note: Requirements for MPC Data Transfer have been included in other sections above.
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Prerequisite: Role2
Iltem MPS Configuration Conditions for Status Reference Support
Is the implementation capable of... status

S-Confl obtaining configuration information from a M 45.1 [1Yes
LECS?

S-Confl.1 bypass the configuration phase and use (0] 45.1 [1Yes[]No
default or locally configured parameters?

S-Confl.2 retrieving configuration information via an (0] 451 [Tyes [INo
associated LE Client during the LE Client’s
initialization phase?

S-Confl.2.1 | using configuration information returned by S-Conf1.2 (0] 451 [1Yes[]No
one associated LE Client without further issuing  |] (S-Conf1.2) N/A [1N/A
another configuration request?

S-Conf2 supporting all MPS configuration parameters? M 41.1.1 [1Yes

S-Conf2.1 supporting which value or range of values for M 411.1 Value/Range:
parameter MPS-p1 (number of seconds between
1 and 300)?

S-Conf2.2 supporting which value or range of values for M 4111 Value/Range:
parameter MPS-p2 (number of seconds between
3 and 1000)?

S-Conf2.3 supporting which set of Internetwork-layer M 411.1 Protocols:
Protocols MPS-p3?

S-Conf2.4 supporting which value or range of values for M 4111 Value/Range:
parameter MPS-p4 (number of seconds between
1 and 300)?

S-Conf2.5 supporting which value or range of values for M 4111 Value/Range:
parameter MPS-p5 (number of seconds between
10 and 300)?

S-Conf2.6 supporting which value or range of values for M 4111 Value/Range:
parameter MPS-p6 (number of seconds between
5 and 300)?

S-Conf2.7 supporting parameter MPS-p7 ? 0} 4111 [1Yes [INo

S-Conf2.7.1 | supporting which value or range of values for S-Conf2.7 M 411.1 Value/Range:
parameter MPS-p7 (number of minutes between
1 and 120)? ] (S-Conf 2.7) N/A [1N/A

S-Conf3 supporting the MPS constant MPS-c1? M 41.1.1 [1Yes

Comments:

Table D-10: MPS Configuration

ATM Forum Technical Committee

Page 105 of 234




AF-MPOA-0114.000

D.14. MPS Device Discovery
Prerequisite: Role2
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Iltem MPS Device Discovery Conditions for Status Reference Support
Is the implementation capable of... status

S-Ddiscl MPC device discovery using LANE? M 4.2 [1Yes

S-Ddisc1.1 MPSs discovering each other if they are sharing M 4.2 [1Yes
an ELAN to facilitate the forwarding of NHRP
messages?

S-Ddisc1.2 registering the MPOA Device Type TLV with M 4.2 [1Yes
each LE Client on which it is configured?

S-Ddisc2 supporting the association with more than M 4.2,3.1.4 [1Yes
one LE Client?

S-Ddisc3 registering the MPOA Device Type TLV with M 4.2 [1Yes
each LE Client on which it is configured?

S-Ddisc3.1 requesting each of its associated LE Clients to S-Ddisc3 (0] 421 [1Yes[]No
send an Unregister Request to the LES for each | ] (S-Ddisc3) N/A [IN/A
registered MAC address on the change of device
status?

S-Ddisc3.1.1 | requesting each of its associated LE Clients to re- | S-Ddisc3.1 (0] 421 [1Yes[]No
register at the LES with the new set of TLVs after |] (S-Ddisc3.1) N/A [TN/A
unregistering?

S-Ddisc3.2 requesting its LE Clients to send a targetless S-Ddisc3 (0] 4.2.2,42.4.2 [1Yes[]No
LE_ARP_REQUEST to the LES to indicate ] S-Ddisc3 N/A [1N/A
MPOA device changes?

S-Ddisc 3.2.1 | requesting each of the associated LE Clients, if S-Ddisc3.2 (0] 4.2.2 [1Yes[]No
the status of MPOA device changes, to send a ] (S-Ddisc3.2) N/A [1N/A
Targetless_LE_ARP_REQUEST to the LES for
MAC addresses previously included in an
address resolution response with the new set of
TLVS?

S-Ddisc3.3 responding to an MPOA request with error code | S-Ddisc2 (0] 4243 [1Yes[] No
0x87 to indicate an MPOA device change? ] S-Ddisc2 N/A [1N/A

S-Ddisc4 supporting dynamic address resolution to M 4.2 [1Yes
know if an NHRP request resolves to the
ATM address of an MPOA Client?

S-Ddisc5 in case of a co-located MPS / non-MPOA device, (0] 4.2.3 [1Yes
separating the corresponding two sets of LE
Client ATM addresses, and separating the related
VCCs

Comments:

Table D-11: MPS Device Discovery
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D.15. MPS Connection Management
Prerequisite: Role2
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Iltem MPS Connection Management Conditions for Status Reference Support

Is the implementation capable of... status

S-Cmanl supporting LLC/SNAP encapsulation for all M 48.1,.5.11 [1Yes
PDUs?

S-Cmanl.1 supporting NULL encapsulation? O 48.1,5.1.1 [1Yes []No

S-Cman2 supporting the sharing of VCC by multiple (0] 4.8.1 [1Yes[]No
protocols (LLC multiplexing)?

S-Cman3 establishing, receiving and maintaining a VCC M 4.8.2 [1Yes
to any entity that conforms to the connection
management procedures as specified in
MPOA V1.0, whether or not the entity is an
MPOA component?

S-Cman5 setting up of multiple VCCs to the same (0] 4.8.3,4.85 [1Yes[]No
MPOA component?

S-Cman6 accepting all incoming VCCs that indicate the O 4.8.4 [TYes[]No
use of LLC encapsulation?

S-Cman7 accepting VCCs with the UBR service M 4.8.9.1 [TYes
category?

S-Cman7.1 accepting VCCs with other than the UBR O 4.8.9.1 [TYes[]No
service category?

S-Cman8 only using class 0 under the UBR Service M 4.8.9.2 [TYes
Category?

S-Cman9 supporting the default CPCS-SDU size for M 4.8.9.3 [1Yes
both forward and backward directions?

S-Cmanl0 supporting all three formats of private ATM M 4.8.9.6 [1Yes
addresses?

Comments:

Table D-12: MPS Connection Management
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D.16.MPS Generic Protocol Handling

D.16.1.K eep-Alive Protocol

Prerequisite: Role2

MPOA Version 1.1

Item MPS Keep-Alive Protocol Conditions for Status Reference Support

Is the implementation capable of... status

S-Kpalvl transmitting MPOA Keep-Alive messages M 4.6 [1Yes
to all MPCs for which ingress/egress cache
entries are supplied and maintained?

S-Kpalv1.1 transmitting MPOA Keep-Alive every MPS-pl M 4.6 [1Yes
seconds?

S-Kpalv1.2 maintaining a monotonically increasing M 4.6 [1Yes
sequence number?

S-Kpalv1.3 transmitting Keep-Alive over a point-to-multipoint O 4.6 [TYes []No
VCC specifically established for that purpose?

Comments:

Table D-13: MPS Keep-Alive Protocol
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Prerequisite: Role2
Iltem MPS Cache Maintenance Conditions for Status Reference Support
Is the implementation capable of... status
S-Cachel maintaining the ingress cache entries for Role2.1 M 4.5 [1Yes
the positive MPOA resolution replies sent to ] Role2.1 N/A [1N/A
the MPC’s?
S-Cache2 maintaining the egress cache entries for Role2.2 M 471,45 [1Yes
the positive MPOA cache imposition replies ] Role2.2 N/A [1N/A
received from the MPC’s?
S-Cache3 maintaining the egress cache for the duration Role2.2 M 4.7.1 [1Yes
of the cache holding time? ] Role2.2 N/A [1N/A
S-Cache4 sending an NHRP Purge Requests to the set Role 2.2 0.7 47.1.1 [1Yes[]No
of affected sources of relevant resolution
requgst;, after detecting a change for a ] Role2.2 N/A [] NIA
destination internetwork layer address?
S-Cache5 sending an MPOA Cache Imposition Request Role2.2 & M 47.1.1 [1Yes
with a holding time of zero to the egress S-Cache4
MPC's with affected egress cache entries,
after detecting a change for a destination 1(Role2.2 & N/A [1N/A
internetwork layer address? S-Cache4 )
S-Cache6 sending an MPOA Cache Imposition Request Role 2.2 0.7 4.7.1.1 [1Yes[]No
with a an updated DLL header to the egress
MPC’s with affected egress cgchg entries, after ] Role2.2 N/A [] NIA
detecting a change for a destination
internetwork layer address?
S-Cache7 purging all egress cache entries in an MPC for Role 2.2 0 47.1.1 [1Yes[]No
a given destination protocol address by
|ncI-U(.j|ng the protocol address in the CII? and JRole 2.2 N/A []N/A
omitting the MPOA DLL Header Extension?
S-Cache8 sending the MPOA Cache Imposition Request Role 2.2 M 47.1.1 [1Yes
to the egress MPC using the same VCC as ] Role 2.2 N/A [1N/A
was used for the original cache imposition?
S-Cache9 sending egress cache updates reliably using Role 2.2 M 47.1.1,4.3 [1Yes
the retry mechanism? ] Role 2.2 N/A [1N/A
S-Cachel10 |holding the egress cache entries imposed by it Role 2.2 M 47.1.3 [1Yes
on an egress MPC until the holding time
expires or it has sent MPS cache purges? ] Role 2.2 N/A []N/A
S-Cachell generating an NHRP purge request for a Role 2.2 M 4.7.1.6 [1Yes
received MPOA egress cache purge ] Role 2.2 N/A [1N/A
request?
S-Cachel2 sending NHRP ingress cache purge requests Role2.1 M 4.7.2.2 [1Yes
to all relevant MPCs, when ingress MPS ] Role2.1 N/A [1N/A
receives an NHRP purge request for which it
is maintaining ingress state for the purged
destination address(es)?
S-Cachel3 always setting the no-reply flag to "1" in the S-Cachel2 0 4.7.2.2 [1Yes[]No
NHRP ingress cache purge request (indicating ] S-Cachel12 N/A [1N/A
that no reply is expected)?
S-Cachel4 ensuring reliable delivery of NHRP ingress S-Cachel3 N/A 47.2.2,4.3 [1N/A
cache purge requests to relevant MPCs by the ] S-Cache13 o []Yes[]No
retry procedures when the no-reply flag is (Note 1)
clear in the received NHRP purge request?

ATM Forum Technical Committee

Page 109 of 234




AF-MPOA-0114.000

MPOA Version 1.1

S-Cachel5 indicating its own Protocol and ATM Role2.1 M 4.7.2.2,5.3.12 [1Yes
addresses as source address information ]Role2.1 N/A [1N/A
within an NHRP ingress cache purge request
o (Note 2)

Comments:

0.7: exactly one of these alternatives must be supported
Note 1: It should be noted that this capability S-Cachel4 was qualified as being mandatory in [MPOA 1.0]. Correspondingly, S-Cache
13 was prohibited in [MPOA 1.0].
Note 2: It should be noted that this is a deviation from MPOA 1.0, based on the resolution of an inconsistency in [MPOA 1.0].

Table D-14: MPS Cache Maintenance

D.16.3. Trigger

Prerequisite: Role2

Item MPOA Trigger Conditions for Status Reference Support
Is the implementation capable of... status
S-MTrigg0 supporting MPOA Trigger? O 4.7.2.1 [1Yes []No
S-MTriggl generating an MPOA trigger message? S-MTrigg0 M 4.7.2.1 [1Yes
] (S-MTrigg0) N/A [IN/A
S-MTrigg2 using the MPOA retry procedure to control S-MTrigg 1 M 4.7.2.1,4.3 [1Yes
the sending of MPOA trigger messages? ] (S-MTrigg 1) N/A [1N/A
S-MTrigg3 adding a CIE with the prefix set appropriately S-MTrigg 1 O (Note) |4.7.2.1 [1Yes[]No
to request an address-prefix based shortcut? ] (S-MTrigg 1) N/A [1N/A
Comments:

Note: It should be noted that there was an inconsistency in the original [MPOA 1.0] specification. MPOA 1.1 specifies a consistent

handling.

Table D-15: MPOA Trigger
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D.17. MPS and NHRP Relationship
Prerequisite: Role2
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Iltem MPS and NHRP Relationship Conditions for Status Reference Support
Is the implementation capable of... status
S-Nhrp 1 reoriginating the MPOA resolution request as M 4521 [1Yes
an NHRP resolution request?
S-Nhrp 2 reoriginating the NHRP resolution reply as an M 4524 [1Yes
MPOA resolution reply?
S-Nhrp 3 translating NHRP resolution requests to M 4522 [1Yes
MPOA cache imposition requests?
S-Nhrp 4 translating MPOA cache imposition replies M 4523 [1Yes
to NHRP resolution replies?
Comments:
Table D-16: MPS and NHRP Relationship
D.18. MPS Data Transfer
Prerequisite: Role2
Not applicable for MPS
D.19. Co-Located MPS and MPC
Prerequisite: Role3
Item Co-Located MPS and MPC Conditions for Status Reference Support
Is the implementation capable of... status
Col-Ddiscl complying with the requirements for co-located M 4.2.3 [1Yes
MPC/MPSs with regard to device discovery?
Col-Ddiscl.1 | separating MPC- and MPS-related sets of LE (0] 4.2.3 [1Yes []No
Client ATM addresses, and separating the related
VCCs?
Comments:

Table D-17: Co-Located MPS and MPC
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D.20. Frame Formats
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Item Frame Formats Conditions for Status Reference Support

Does the implementation support ... status

Frame-F1 MPOA control messages and their frame formats M 5 [1Yes
as specified for MPOA 1.0/NHRP?

Frame-F1.1 NHRP Purge Request and NHRP Purge Reply M 5.3 [1Yes
control messages as specified for NHRP?

Frame-F2 MPOA Tagged Encapsulation for Routed O 5.1.1, Figure 12 [TYes[]No
Protocols?

Frame-F3 B-LLI negotiation of alternative encapsulations for O 512 [TYes[]No
control frames?

Frame-F4 use of the MPOA Original Error Code Extension O 5.3.2.4.6 [TYes[]No
to preserve the original MPOA error code through
conversions to and from NHRP messages?

Frame-F5 adding a prefix length CIE to the MPOA O 5.3.3 [TYes[]No
Resolution Request Format in conformance with
NHRP?

Frame-F6.1 allowing extensions for NHRP Authentication in O 5.3.11 [TYes[]No
the data plane NHRP Purge?

Frame-F6.2 allowing extensions for Vendor Private O 5.3.11 [TYes[]No
Extensions in the data plane NHRP Purge?

Comments:

Table D-18: Frame Formats
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Item IP Packet Handling Conditions for Status Reference Support
Is the implementation capable of ... status
IP1 performing basic IP forwarding? M Al ,AlA4 [1Yes
1P2 processing of IP packets in conformance with Rolel & IP1 O Al,A13,A14 |[]Yes[]No
IETF RFC 18127 Role2vRole3 |M [lYes
]IP1 N/A [1N/A
IP3 sending received IP packets to the MPS Rolel.1 M Al.4 [TYes
unmodified if indicated IP options cannot be ] Rolel.1 N/A [1N/A
processed correctly?
IP3.1 sending all packets with IP options to the MPS? IP3 0.8 A.l4 [TYes [ ]No
]11P3 N/A [1N/A
1P3.2 processing IP packets with IP options it can fully | IP3 0.8 Al.4 [TYes[]No
support? ]11P3 N/A [1N/A
IP4.1 handling of the TTL field in an IP packet? Rolel.1 O A.l4 [TYes[]No
] Rolel.1 N/A [1N/A
1P4.2 modifying the IP checksum to reflect all changes | Rolel.1 O A.l4 [TYes[]No
to the IP header? ] Rolel.1 N/A [1N/A
1P4.3 generating appropriate ICMP Error and sending Rolel.1 O Al.4 [TYes[]No
applicable ICMP messages in error conditions? ] Rolel.1 N/A [1N/A
IP5.1 establishing shortcuts and fragmenting IP packets | C1* O Al.4 [TYes[]No
where necessary, if the MTU returned in the ]C1* N/A [1N/A
MPOA Resolution Reply is smaller than the MTU
on the inbound interface
IP5.2 refraining from establishing shortcuts, if the MTU | IP5.1 O Al.4 [TYes [ ]No
returned in the MPOA Resolution Reply is smaller |]IP5.1 M [IYes
than the MTU on the inbound interface?
IP6.1 advertising a large MTU and fragment received IP | Rolel1.2 O A.15 [TYes[]No
packets itself? ] Role1.2 N/A [1N/A
1P6.2 decrement TTL of received IP packets? Rolel.2 O A.l4 [TYes[]No
] Rolel.2 N/A [1N/A
Comments:

C1* := C-Cman9.2 & Rolel.1

Table D-19: IP Packet Handling
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Item IPX Packet Handling Conditions for Status Reference Support
Is the implementation capable of ... status

IPX1 processing IPX packets in conformance with IPX | Role 2 v Role3 M A.2.3 [1Yes
router requirements? Rolel 0 [IYes[]No

IPX2 including a hop count extension in MPOA Role2.1 M A.2.3 [1Yes
Resolution Replies as required by the IPX router | ] Role2.1 N/A [1N/A
requirements?

IPX3 incrementing the IPX TC field before sending an | Rolel.1 M A.2.3 [1Yes
IPX packet on a shortcut? ] Rolel.1 N/A [1N/A

IPX3.1 only forwarding an internetworking packet over a | Rolel.1 M A.2.3 [1Yes
shortcut VCC, if the IPX transport control field ] Rolel.1 N/A [1N/A
value is less than the value specified in the hop
count extension?

IPX4 forwarding an IPX packet unmodified to the MPS, | Rolel.1 M A.2.3 [1Yes
if the source network number is zero? ] Rolel.1 N/A [1N/A

IPX5 interworking with a Novell proprietary Raw Rolel.2 O A.2.3 [TYes[]No
Ethernet encapsulation? ] Rolel.2 N/A [1N/A

IPX5.1 setting the checksum field to OxFFFF, if IP5 M A.2.3 [TYes
forwarding an IPX packet to the Novell proprietary | ] IP5 N/A [1N/A
Raw Ethernet encapsulation?

IPX6 removing shortcut encapsulation and adding LAN | Rolel1.2 M A.2.3 [1Yes
encapsulation for IPX packets? ] Rolel.2 N/A [1N/A

Comments:

Table D-20: IPX Packet Handling
D.23. MPOA Authentication
Item MPOA Authentication Conditions for Status Reference Support
Is the implementation capable of ... status

Authl carrying an MPOA Authentication Extension in O 5.3.24.7 [TYes []No
MPOA packets to convey authentication
information.

Auth2 sending back an MPOA Error Indication of type Authl O 5.3.14,5.3.2.4.7 |[[]Yes []No
"Authentication Failure", if a received MPOA ] Authl N/A [1N/A
packet fails the authentication test?

Comments:

Table D-21: MPOA Authentication
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D.24. MPOA MIB
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Item MPOA MIB Conditions for Status Reference Support
Is the implementation capable of ... status
MIB1 supporting the MPOA 1.1 MIB? O Annex F [1Yes []No

Table D-22: MPOA MIB
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Informative Attachment to Annex D: Purpose of a PICS Proforma

This informative Attachment provides further information on the purpose of a PICS Proforma:

To evaluate conformance of a particular implementation, it is necessary to have a statement of which capabilities and
options have been implemented with regard to the corresponding specification or standard. Such a statement is called
an Implementation Conformance Statement (1CS).

For protocol specifications like MPOA 1.1, this statement is called "Protocol |mplementation Conformance
Statement" (PICS). For the provision of this statement, a fixed format questionnaire called PICS proforma has to be
used. A completed PICS proformais the PICS for the implementation in question. It isan ICS (as defined in [ISO
9646-7]) for an implementation or system which claims to conform to a given specification.

The PICS can have a number of uses, including:

- by the protocol implementor, as a check list for implementations to reduce the risk of unintended non-
conformance, e.g. through oversight;

- by the supplier and acquirer, or potential acquirer, of the implementation, as a detailed indication of the
capabilities of the implementation, stated relative to the common basis for understanding provided by the
Standard’s PICS proforma;

- by the user or potential user of the implementation, as a basis for initially checking the possibility of interworking
and the level of interoperability with another implementation - while interoperability can never be guaranteed,
failure to interoperate can often be predicted from incompatible PICS

- by aprotocol tester, as the basis for selecting appropriate tests against which to assess the claim for conformance
of the implementation.

The PICS proforma contained in this specification therefore reflect a compromise between these different
reguirements.
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Annex E. MPOA 1.0 Errata List
[Normative]

E.1 Introduction to MPOA Errata

The Errata are organized into sections corresponding to text in the MPOA v1.0 specification [MPOA 1.0] whichisin
error or isvague. Thetitle of each section references the paragraph or diagram under scrutiny in the MPOA v1.0
specification [MPOA 1.0]. The body of each section includes the proposed corrected text underlining the difference
from the original text, when possible.

Section E.3 summarizes various clarifications for MPOA 1.0; section E.4 provides a summary of the corrections to
MPOA 1.0 which have been incorporated into MPOA 1.1. Section E.5 shows the corrections made to the [MPOA
1.0 MIB] in Annex F.

E.2. References
The references provided in section 6 above apply.
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E.3. Clarifications

E.3.1.Section 2.1 (add an additional clarifying definition of the term "NHRP
Purge”)
NHRP Purge Within the context of MPOA, this term refers to an MPOA purge mechanism where the packet type
values of NHRP purge are used (see sections 5.3.11, 5.3.12 and 5.3.13 below).

E.3.2.Sections 4.2 through 4.2.2 (various editorial clarifications, also on "every
time they are sent”)
4.2 Device Discovery

Discovery of control addresses of MPOA componentsis an essential part of the MPOA system. It is necessary for
the MPOA Client to know the MAC and ATM addresses of local MPOA Servers so that MPOA Requests may be
sent. The MPOA Server must know if an NHRP Request resolvesto the ATM address of an MPOA Client so that a
cache imposition may be sent. Finally, MPSs sharing an ELAN must be able to discover each other to facilitate the
forwarding of NHRP messages. To thisend, an MPOA Device Type TLV, defined in Section 5.2.3, isincluded in
the following LANE messages every time they are sent:

+ LE_REGISTER REQUEST

« LE_REGISTER_RESPONSE

« LE_ARP_REQUEST

« LE_ARP_RESPONSE

+  TargetlessLE_ARP_REQUEST (see 7.1.30 [LANE])

The information carried in the MPOA Device Type TLV includes the type of device (MPS, MPC, MPS/MPC, or
non-MPOA), MPS MAC addresses (if the type is MPS), and the respective control addresses. Each MPOA
component must register the MPOA Device Type TLV with each LEC on which it is configured.

4.2.1 Register Protocol

If aLEC isbeing served by an MPOA Server or Client, it must include the MPOA Device Type TLV inthe
LE REGISTER REQUESTRegister-Request for the relevant MAC addresses. The LEC indicates the type of device
inthe TLV.

If the LES has no existing entry for the MAC-ATM binding, it must register the new MAC-ATM binding with
MPOA Identification information in its address table. However, if the LES has an existing entry for the specified
MAC-ATM binding, it must overwrite any existing MPOA |dentification with the new MPOA Identification.

If the status of an MPOA device changes, it should request each of its served LECs to send an

LE UNREGISTER REQUESTUnregisterReguest to the LES for each registered MAC address. After
unregistering, the LEC should send an LE_ REGISTER REQUEST-RegisterReguest with the new set of TLVsto
the LES for each MAC address.

4.2.2 Address Resolution Protocol

Address resol ution requests and replies sent by a LEC with an ATM address that is associated with an MPOA device
must include the MPOA Device Type TLV (as described in Section 5.2.3). The TLV will indicate whether the
sending MPOA deviceis an MPOA Server, an MPOA client, or both. A LEC receiving an address resolution
request or response must update its MAC-ATM hinding entry to reflect the MPOA Identification TLV.

If the status of an MPOA device changes, it should request each of its served LECsto send a
TARGETLESStargetless LE ARP_REQUEST to the LES for MAC addresses previously included in an address
resolution response with the new set of TLVs.
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E.3.3.Paragraph 5 of Section 4.2.3

Note that if sharing is used, the list of MPS MAC addresses on the given ELAN will be included in LANE control
messages (as defined in Section 4.2) issued for or on behalf of an MPC or non-MPOA MAC address served by that
shared LEC ATM address.

E.3.4. 7th Line of 8th (=second to last) Paragraph of Section 4.4.2

The MPOA Resolution Request also must include an MPOA Egress Cache Tag ExtensionFLV, should include an
MPOA ATM Service Category extension, ...

E.3.5.Section 4.7.1.4, 2nd line (clarification on Data Plane Purge)

"An egress MPC ... must periodically send an MPOA-NHRP Data Plane Purge Request on that shortcut to the
ingressMPC ... "

E.3.6.Section 4.7.1.6, Paragraph 1, 2nd line (clarification that action is mandatory)
"This notification alewsis used by the egress MPS to issue associated NHRP Purge Requests.”

E.3.7. Section 4.7.1.6, Paragraph 3,after 1°' sentence (addition on no-reply flag)

The no-reply flag (N-bit) is used to indicate whether the egress MPC wishes to receive an MPOA Egress Cache
Purge Reply. It is recommended that the no-reply flag is always set by the egress MPC.

E.3.8. Section 4.7.2.2, Ingress MPSs and NHRP Purges
Clarification on various types of NHRP purges, Recommendation not to request an NHRP ingress cache reply:

When an ingress M PS receives an NHRP purge request, it must_send NHRP ingress cache purge requeststo all
relevant MPC's for which it is maintaining ingress state for the purged destination address(es).

If the no-reply flag is clear in the received NHRP _purge request (meaning an NHRP purge reply is requested), the
ingress M PS must respond to the NHRP purge request. The ingress M PS should not use the retry procedure, defined
in Section 4.3, to ensure reliable delivery of NHRP ingress cache purge requests to relevant MPCs. If the ingress

M PS expects a response from an MPC, it must clear the no-reply flag in its generated NHRP ingress cache purge
reguest, and use the retry procedure. The ingress MPS may send an NHRP purge reply without waiting for NHRP
ingress cache purge replies from all MPC's.

E.3.9. MPOA Keep-Alive Lifetime Extension Format of Section 5.3.2.4.4
The diagram implies the length of the Keep-Alive Lifetime field to be 4 byteswhen it is actually 2 bytes.
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E.3.10. Section 5.3.2.4.6 MPOA Original Error Code Extension
Clarification on the format and use of the extension. Format of Error Code: 16 Bit only.

5.3.2.4.6 MPOA Original Error Code Extension

(..)

0 1 2 3
01234567890123456789012345678901
R T S e S et ki i i i i S N S T T T S S T i i
0] 0] Type = 0x1005 | Length |
R T S e S et ki i i i i S N S T T T S S T i i
Reser ved | Error Code |
R S i S e r et i i i o o S T

+
I
+
I
+

There are no MPOA-specific error codes currently defined.

E.3.11. Appendix IV.2, last paragraph (Clarification related to Tag Extension)

The latter option may be used only if the cache imposition includes an MPOA Egress Cache Tag extension FAG
TV indicating that ...
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E.4. Corrections

E.4.1.Last Paragraph in Section 3.6
Appendixt+Appendix |l provides example scenarios for the data and control flows.

T

E.4.2.Figure 7 in Section 4.4

Bridge to ELAN 1 Bridge to ELAN 2
\ '\ /' / Higher
_ _ Layers
|MPC Service Interface 1| |MPC Service Interface 2|

N\ /

MPOA Client (MPC)

| LEC Service Interface 1 Shortcut Interface LEC Service Interface 2 |

Shortcut V
Figure 23 MPOA Edge Device MPC Example

E.4.3.Last Line of Paragraph 1 of Section 4.4.4.1
.., the MPC should use the retry procedure defined in Section-4-2.3Section 4.3.

E.4.4.Last Line of Last Paragraph of Section 4.4.4.2
..., it should initiate a Data Plane Purge as described in Section-4.7.2.2Section 4.7.2.3.
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E.4.5.1st Paragraph of Section 4.4.6.1.4
These retries must use the MPOA retry mechanism described in-4-2.3Section 4.3.

E.4.6.1st Bullet Item in Paragraph 2 of Section 4.4.6.1.4 (replace "should" by
"must”)

* Reqguest Id - The Request Id that was used in an outstanding request, this sheutd must be reused for
subsequent retries.

E.4.7.Paragraph 3 of Section 4.4.6.1.4 (Typo)
While attempting to resolve an address, an MPC may decided at any time that a shortcut ...

E.4.8.Paragraphs 3, 4 and 5 of Section 4.5 - 5 Typos

The MPS must be aware of the router’s configuration and forwarding tables to the extent of knowing (or being able
to ask the router) whether a given internetwork layer destination address should be forwarded to a LEC, and which
one. For each LEC and MAC Address on which the MPS is to be enabled, the MPS supplies the LEC with the
MPS'’s control ATM address. Each LEC so notified includes the MPOA Device Type TLV in every
LE_REGISTER_REQUEST, LE_ARP_REQUEST, and LE_ARP_RESPONSE regpansiesendsvhich to

indicatesto the recipient that an MPS is connected to the responding LEC and MAC Address, and te théicates
control ATM address of the MPS.

Having advertised its control ATM address via LE_ARP LANE control messages, an MPS may receive MPOA
Resolution Requests from MPCs. In addition, in its capacity as an NHS, the MPS/NHS may receive NHRP queries
from NHCs or peer NHSs. The MPS/NHS handles both types of queries.

If the routing and subnet convergence information available to the MPS/NHS indicates that the next hop is an
directly connected MPC, then the Resolution Request is passed on to that LEC's MPC as an MPOA Cache
Imposition Request. Otherwise, the request should be treated as a standard NHRP Resolution Request and
forwarded or answered as indicated in [NHRP].

E.4.9.Section 4.5.2.2

Add to the bulleted list:
e The prefix length is set or adjusted as appropriate.

Note that if a CIE was not present in the Resolution Request, one must be added to send the Holding Time and prefix
length.

E.4.10.Paragraph 2 of Section 4.5.2.4 - incomplete specification

When an I-MPS receives an MPOA resolution request for which it is the logical next hop, it has two choices of what
to do:

1. NAK the request with an NHRP error code 12: "No Internetworking Layer Address to NBMA Address
Binding Exists”, and force the packets to be bridged via LANE.
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2. Provideareply using its own data ATM address.

E.4.11.Bulleted List in Section 4.7.1.6

(Ingress MPC Data ATM Address was removed as an option for reducing the
scope of the purge; clarifications on mandatory nature of all items)

Information tewhich must be included in an MPOA Egress Cache Purge Request is:

*  RequestID

*  Egress MPS Protocol Address

e EgressMPC DataATM Address

»  Dedtination Protocol Address (to purge)

e Dedtination Prefix Length
+—nhgress MPC Data ATM-Address(Optional)
e« MPOA DLL Header Extension {Mandatory)
* no-reply flag

E.4.12.MPOA Trigger Inconsistency

Thereisan inconsistency in Sections 4.7.2.1, 5.3.10, and B.5 about whether a CIE isincluded. We propose that a
CIE be required only if the suggestion of a prefix is desired asin an MPOA Resolution Reguest.

Also, as stated in Section 5.3.2.4 "MPOA control messages may have the same Extensions as an NHRP packet, such
as Route Record, NHRP Authentication and Vendor Private Extensions.” However, the wording in Sections 5.3.10
and B.5 regarding extensions is ambiguous about whether extensions are prohibited or simply not required. We
believe the intent was the latter and suggest a rewording.

This would result in the following changes in the MPOA specification:

E.4.12.1.L ast paragraph of Section 4.7.2.1

The protocol address to be used in the triggered MPOA Resolution Request. This address is also required for an
ingress MPC to build an ingress cache entry and identify the inbound datagrams that will be sent on the shortcut to
be established as a result of a successful receipt of a corresponding NHRP Resolution Reply. The MPS may indicate
that an address prefix should be requested by adding a CIE with the prefix set appropriately. The use of prefixes at
the MPC is optional, however, and the MPC may issue the resolution request for just the single protocol address.

E.4.12.2.Section 5.3.10

Client Information Element
No-ClE-is-used.
One CIE may be added in conformance with NHRP.

Field Usage

Prefix Length Widest Acceptable prefix length.
MTU Unused and must be set to zero (0).
Extensions
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No extensions are required used.

E.4.12.3.Section B.5 MPOA Trigger
MPOA Triggers operate in asingle phase from right to left as follows:

IngressMPC | IngressMPS

Packet Type MPOA Trigger
Request 1D unused
Sour ce Protocol I-MPS Protocol Address NULL
Address
Destination Destination Protocol Address (to trigger)
Protocol Address NULL
Source NBM A I-MPS Control ATM Address
Address
Client Protocol Destination Protocol Address (to trigger)
Address (6)
Prefix Length (6) Destination Prefix Length (to trigger)
Client NBMA NULL
Address (6)
Extensions Neone
6 Optional

E.4.13. Paragraph 3 of Section 4.7.2.1 (correct reference)

Aningress MPS must use the MPOA retry procedure defined in-Seetion4-2.3Section 4.3 to control the sending of
MPOA Trigger messages ...

E.4.14. Paragraph 2 of Section 4.7.2.3 - E-MPC not forced to send purges when an

MPS fails
Egress MPS Dies:

If an egress MPC fails to receive an MPOA Keep-Alive message from an MPS that
has imposed egress cache entries within the MPOA Keep-Alive Lifetime (as
specified in the last received MPOA Keep-Alive message) then it may send NHRP
Purge Requests which invalidate all the cache entries imposed by the failed MPS,
which are currently associated with a shortcut VCC. Alternatively, the egress MPC
may invalidate these cache entries locally and send NHRP Purge Requests only when
dataisreceived that uses these entries. If there is no open VCC to the source ATM
address as specified in an egress cache entry, it is not necessary to establish aVCC
for the purpose of sending an NHRP Purge Request.

E.4.15.Paragraph 2 of Section 4.8.9

The use of the signaling |Es is the same as that outlined here for point-to-point calls, subject to the constraints
imposed by fUN-3-3{UNI 3.0, UNI 3.1 or UNI 4.0].
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E.4.16.Paragraph 1 of Section 5.2.3

The MPOA Device Type TLV contains two to five sub-fields, depending on the device, within the value field, as
shown below. One sub-field identifies the type of MPOA device (server or client). The other sub-field specifies the
ATM address of the MPOA device using UNI 4.0 encoding.

E.4.17. Paragraph 4 of Section 5.3.3 - "Largest” should be "Widest”

Client Information Element
One CIE may be added in conformance with NHRP.

Field Usage
Prefix Length Widest Largest-Acceptable prefix.
MTU Unused and must be set to zero (0).

E.4.18. Section 5.3.2.4.7 (MPOA Authentication Extension)
New section on MPOA Authentication Extension added.

E.4.19 Section 5.3.7 (MPOA Egress Cache Purge Request Format)
Add/ replace in common header:

Field Usage

Flags (--)
N: No-Reply Flag (recommended to be set)

() )

E.4.20 Section 5.3.11, Fixed Header of NHRP Purge (Data Plane)
Editorial / Typo: ar$op.typeis set to 0x05 (NHRP Purge Request)
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E.4.21 Paragraph 4 of Section 5.3.11

Thereis no requirement that only the addresses associated with a given shortcut be purged. Also, the usage of 0x00
defined isinconsistent with the NHRP specification.

Client Infor mation Element
The purge request includes one or more CIEs as follows:

Field Usage
Code Set to 0x00.
Prefix Length Prefix Length in bits for the Client Protocol Address(es) being purged. At

least Onhy-the ingress cache entries associated with the shortcut over which
the MPOA Data Plane Purge is received are purged. AH-ingress-cache-entries
tor this.d it i : .

Maximum Transmission Unit Unused.

Holding Time Unused.

Cli Addr T/L Thisfield must be set to zero and no storage is alocated for the Client NBMA
address at all.

Cli SAddr T/L Thisfield must be set to zero and no storage is alocated for the Client NBMA
Subaddress at all.

Cli Proto Len The length in octets of the Client Protocol Address.

Client NBMA Address Egress MPC data ATM address.

Client Protocol Address The internetwork layer address that is being purged from the ingress MPC’s
cache.

E.4.22 Sections 5.3.12 and 5.3.13
Missing Sections on NHRP Ingress Cache Purge Request / Reply Formats added.

E.4.23 Section 5.3.14
New section on MPOA Error Indication added.

E.4.24 Section 6 (References) (apply appropriate RFC References for IPOA and

NHRP)

[CHPI[IPOA] M-—taubachi RFC-157F]. Laubach / J. Halpern, RFC 2225lassical IP and ARP over ATM,
January;-1994April 1998

[NHRP] See-Annex-C:J. Luciani, et al., RFC 2332, NBMA Next Hop Resolution Protocol (NRHP), April
1998

E.4.25 Note (2) Section B.1

The MPS must always add a CIE for the holding time, so the case described in the second sentence of note (2) can
never occur. Delete the second sentence of note (2) as shown below.

(2) An E-MPC can modify the Prefix Length to make it a host entry if a CIE was included in the request-An E-MPC
must-add-a-ClE-with-a-host-entry-if a- ClE-was-netincluded-in-the request.
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E.4.26 Request phase of Egress MPC-Initiated Cache Purge
Corrections/ clarifications on the use of E-MPC Protocol Address and of extensions.

E.426.1 Section B.2

IngressMPC Ingress M PS Egress M PS EgressMPC
Packet Type NHRP Purge Request | NHRP Purge Request | MPOA Egress Cache
Purge Request

Request 1D Request ID 3 Request ID 2 Request ID 1

Source 1E-MPS Protocol E-MPS Protocol E-MPC Protocol

Protocol Address Address Address or NULL

Address

Destination I-MPSC Protocaol I-MPS Protocol E-MPS Protocol

Protocol Addressor NULL Address Address

Address

Source NBMA E-MPC |-MPS Data E-MPC DataATM E-MPC DataATM

Address ATM Address Address Address

Client Destination Protocol Destination Protocol Destination Protocol

Protocol Address (to purge) Address (to purge) Address (to purge)

Address

Prefix Length Destination Prefix Destination Prefix Destination Prefix

Length Length Length

Client NBMA E-MPC DataATM E-MPC DataATM E-MPC DataATM

Address Address Address Address

Extensions Received Extensions Received Extensions MPOA DLL Header
(except for MPOA Extension (Cache I1D)
DLL Header Local ived
Extension) PN

Extensions

E.4.26.2 Section 4.7.1.6

The MPC-Initiated Egress Cache Purge protocol provides the capability for an egress MPC to notify the egress MPS
when it discovers an invalid egress cache entry. This notification allows the egress MPS to issue associated NHRP
Purge Requests. The MPC-Initiated Egress Cache Purge Request is most likely used when either the bridge topology
has changed and a destination is no longer behind the same edge device, or the destination has aged out of the bridge
forwarding table for lack of communication.

Information to be included in an MPOA Egress Cache Purge Request is:

*  RequestID

*  Egress MPS Protocol Address

e Egress MPC Protocol Address or NULL

* EgressMPC DataATM Address

»  Dedtination Protocol Address (to purge)

» Destination Prefix Length

e« MPOA DLL Header Extension (Mandatory)

* no-reply flag
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E.4.27 Reply phase of Egress MPC-Initiated Cache Purge
Errata made for the Egress MPC-initated Cache Purge Request also imply similar erratain the corresponding reply

phase:
Ingress M PC Ingress M PS Egress MPS EgressMPC
Packet Type NHRP Purge NHRP Purge Reply MPOA Egress Cache
Reply Purge Reply
Request 1D Request ID 3 Request ID 2 Request ID 1
Sour ce IE-MPS Protocol E-MPS Protocol E-MPC Protocol
Protocol Address Address Address or NULL
Address
Destination I-MPSC Protocol I-MPS Protocol E-MPS Protocol
Protocol Addressor NULL | Address Address
Address
Source NBMA | E-MPC I-MPS E-MPC DataATM E-MPC DataATM
Address DataATM Address Address
Address
Client Destination Destination Protocol Destination Protocol
Protocol Protocol Address | Address (to purge) Address (to purge)
Address (to purge)
Prefix Length | Destination Prefix | Destination Prefix Destination Prefix
Length Length Length
Client NBMA | E-MPC DataATM | E-MPC DataATM E-MPC DataATM
Address Address Address Address
Extensions Received Received Extensions Received Extensions
Extensions
E.4.28 Section B.3 - Egress MPS-Initiated Cache Purge
Erratasimilar asin Annex B.2 and minor editorias:
IngressMPC | IngressMPS Egress M PS Egress M PS EgressMPC
Packet Type NHRP Purge NHRP Purge MPOA Cache
Request Request Imposition
Request
Direction <« < >
Request 1D Request ID 3 Request ID 2 Request ID 1
Source 1E-MPS Protocol | E-MPS Protocol E-MPS Protocol
Protocol Address Address Address
Address
Destination 1-MPSC Protocol | I-MPS Protocol Destination
Protocol Address-Addror | AddressAddr Protocol Address
Address NULL (to purge)
Source NBM A E-MPC |-MPS E-MPC Data NULL
Address DataATM ATM Address
Address
Client Destination Destination NULL
Protocol Protocol Address | Protocol Address
Address (to purge) (to purge)
Prefix Length Destination Prefix | Destination Prefix | Destination Prefix
Length Length Length
Holding Time 0
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Client NBMA E-MPC Data E-MPC Data NULL
Address ATM Address ATM Address
Extension MPOA DLL
Header Extension
(Cache D) (4)

The reply phase proceeds as follows:

IngressMPC | Ingress M PS Egress M PS Egress M PS EgressMPC
Packet Type NHRP Purge NHRP Purge MPOA Cache

Reply Reply Imposition

Reply

Direction > > <
Request 1D Request ID 3 Request ID 2 Request ID 1
Source 1E-MPS E-MPS Protocol E-MPS Protocol
Protocol Protocol Address Address
Address Address
Destination I-MPCS I-MPS Protocol Destination
Protocol Protocol Address Protocol
Address Address or Address (to

NULL purge)
Source NBMA | I-MPSE-MPC | E-MPC Data NULL
Address DataATM ATM Address

Address
Client Destination Destination NULL
Protocol Protocol Protocol Address
Address Address (to (to purge)

purge)
Prefix Length | Destination Destination Prefix Destination

Prefix Length Length Prefix Length
Client NBMA | E-MPC Data E-MPC Data NULL
Address ATM Address | ATM Address
Extensions Received

Extensions

(4) Optional

E.4.29 Annex C (replace cover sheet and copy of version 11 of the draft NHRP by
the RFC reference)

It is proposed to replace the current whole Annex C by just the following sentence and Note:
The NBMA Next Hop Resolution Protocol (NRHP) [NHRP] as specified in IETF RFC 2332 is a mandatory part of

this specification.

Note: At the time MPOA 1.0 was specified, adraft version of NHRP had been put into this Annex C asa

placeholder. It was made clear that the intention was to replace the copy of that draft by a reference to the RFC

version of NHRP as soon as it would be available.

E.4.30Annex D (PICS Proforma))
New Annex D on PICS Proforma added.
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E.4.31 Figure 23 - MPC-c4 through MPC-c7 changed to MPC-c3 through MPC-c6
and add New_MPS event generation
ner (MPS Control ATM Address Destination Internetwork | aver Address)

|Z

JLL

Dest. detecteg’

Create inaress

CACHED

If first auerv to MPS. send New MPS
Flow threshold exceeded
Il MPOA Triaaer

cache entrv

Generate new reauest 1D;
Send MPOA Reauest;
Reset timerl;

QUERY

MPOA replv received

LVED

REFRES

T Pace = MPC-p4

Update inaress cache

Flow threshold exceeded &&
timer2 > T Pace

Send MPOA reauest;
T Pace=T Pace*MPC-cl:
reset timer2

Reset timerl;
T Hold = Holdina Time from Resolution Replv

MPOA Triaaer Received

timerl > 2/3* T Hold &&
flow threshold exceeded
Generate new reauest ID:
Send MPOA reauest;

T PACE = MPC-p4,;
Reset timer2;

Flow threshold exceeded
&&timerl > T Pace

Send MPOA reauest; Reset timgr;
T Pace=T Pace*MPC-c1

Generate new reauest ID;
Create inaress cache entrv ; >
Send MPOA Reauest;

Reset timer1;
T Pace = MPC-p4

LIMBO

Matchina NHRP or

Local Decision 1" gPOA Dataplane

ﬁe received

If No replv flag clear,
Send Purge reply

)

MPC HOLD DOWN

timerl > T Hold Il
Manaaement delete

Generate new reauest ID;
Send MPOA reauest;
Reset timerl

Matchina NHRP or
MPOA Dataplane
Purae received

If No reply flaa clear,
Send Purge reply

NHRP NAK received Il
timerl > MPC-p5

Delete cache entrv

T Hold = MPC-p6;
Reset timerl

“Local Decision 2" || Management delete

MPOA replv received

Delete cache entrv
Undate Inaress cache entrv:
T Hold=Holdina Time from
Resolution Reply;

Reset timerl

Manaaement delete Il timerl > T Hold

A A

Delete cache entrv

NHRP NAK received Il
timer2 > MPC-p5

<

timer 1 > T_Hold Reset timerl

Delete cache entrv
MPS Death (From Keep-Alive State Machine)

Delete cache entrv
MPS Death (From Keen-Alive State Machine)

Delete cache entrv
timerl > T Hold Il Manaaement delete

AAAA

Delete cache entrv

Figure 24 Ingress MPC Control State Machine
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E.4.32 Figure 24 - MPS-p4 replaced by MPS-p6 c6 and add New_MPC event

generation
per (IngressMPC Control ATM Address, Request 1D)

NULL RESOLVING RESOLVED
MPOA resolution request received with
MPOA resolution request received with new MPOA_request_id request_id == MPOA_request_id MPOA resolution request received with
If first time to receive from MPC, send New_MPC message , Send NHRP resolution request; request_id == MPOA_request_id
Reset timer Send NHRP resolution request ;

Create MPS Cache Entry;
< (Reset timer

. Generate new NHRP_request_id;
. Send NHRP resolution request;

Reset timer

: < timer > T_MPS-p6

Delete Inaress MPS Cache X . i
NHRP resolution replv received with
request id == NHRP request id;

Send MPOA resolution reply;
T Hold =Holdina time from replv;

Reset timer NHRP resolution replv received with

request id == NHRP request id;

PURGING Send MPOA resolution reply;
T Hold =Holdina time from reply;
Reset timer

Delivery failure <

Delete Ingress MPS Cache Entry

Purge event received && No_reply flag clear

MPOA Purge reply received Send Reliable MPOA Purge request
Generate MPOA_purge_reply_received event
Delete Ingress MPS Cache Entry,
! ( Purge event received && No_reply flag set
Send MPOA Purge request
Delete Ingress MPS Cache Entry
: ‘ timer > T_Hold
Delete Ingress MPS Cache Entry

Figure 25 Ingress MPS Control State Machine
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E.4.33 Figure 27 - MPC-c4 through MPC-c7 changed to MPC-c3 through MPC-c6
Reliable M PC M essage Send

(per request)
NULL SENDIN
1 Send message
1 )
1 T_Pace = MPC-p4; timer > T_Pace
1 reset timer; T_Pace =T_Pace*MPC-cl;
1 reset timer;
1
1
1 -
1 .
..‘ timer > MPC-p5
1 Generate delivery failure event
Reliable M PS M essage Send
(per request)
NULL SENDIN
1 Send message
1 )
1 T_Pace = MPS-p5; timer >T Pace
1 reset timer; T_Pace =T_Pace*MPS-c1;
1 reset timer;
1
1
1 -
1 ( timer > MPS-p6
1 Generate delivery failure event
1

Figure 26 Reliable Delivery State Machines

E.4.34 Apx |, Title I.7 - Applies to both Egress and Ingress ("Egress” removed
from beginning)
1.7 Egress MPC and MPS Keep-Alive State Machines

E.4.35 Appendix V - add two more entries

This appendix lists some optional extensions and procedures that an NHC/NHS may wish to implement for more
efficient interoperation with MPOA devices. These features are not needed for interoperation between NHRP and
MPOA devices, but in some cases efficiency may be improved.

support the use of the MPOA egress cache tag extension

support the use of the ATM Service Category extension

always include a non-zero value for MTU sizein a Resolution Reply

support CPCS-SDU size negotiation during signalling

Use the same address for Source Protocol address in Resolution Request and shortcut VCC.
Accept control packets on shortcuts (for example, the data plane purge can be sent to an NHC)

ok wbnpE

E.4.36 Appendix VIl - Tip Sheet, also illustrating corrections

Both Sections of that new Appendix also provide further information on corrections to MPOA 1.0 which have been
made. Section 1 of Appendix VII provides further information on corrections to the MPOA MIB (see also section
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E.5 below). Section 2 illustrates corrections made on NHRP Ingress Cache Purge, including the addition of the
following new last paragraph in section 4.7.2.2:

section 4.7.2.2: new last paragraph:

When processing an NHRP ingress cache purge request, the ingress MPC should not use the received source address
information to decide which entries to purge (see also Appendix V11.2).
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E.5. Corrections to MPOA 1.0 MIB

E.5.1 Summary of Changes related to MPS Multinetting
(#1-4, changes highlighted by revision bars)

1.) The LAST- UPDATED Field and the DESCRI PTION field of
t he MODULE-| DENTI TY st at enent
need to change to reflect the
obsol etion of the nmpcMosMacAddressTabl e
and the addition of npcMosMil tipl eMacAddressTabl e.

npoaM B MODULE- | DENTI TY
LAST- UPDATED "9811090000Z"

ORGANI ZATI ON " ATM For um LANE/ MPOA Wor ki ng G oup”

CONTACT- | NFO
"The ATM Forum
2570 West El Camino Real, Suite 304
Mount ain View, CA 94040-1313
USA

Tel : +1-650-949- 6700
Fax: +1-650-949-6705

Web: http://ww. at nf orum com
E-mail: info@tnforum cont
DESCRI PTI ON
"This nmodul e defines a portion of the nmanagenent
i nfornati on base (M B) for managi ng Miul tiprotocol Over
ATM clients and servers which was revi sed based
on MPOA Errata contained in MPQA v1.1.

The difference between af-npoa-0092.000 and this
version is the npcMpsMacAddr essTabl e has been
obsol eted. The npcMosMil ti pl eMacAddr essTabl e

has been added. The npcMosMil ti pl eMacAddressTabl e
repl aces the npcMpsMacAddressTabl e. "

REVI SI ON "9811090000Z"
DESCRI PTI ON
"MPOA v 1.1, Nov 9, 1998
Version of the M B nodul e MPOA-M B
that is contained in the MPOA v1.1 docunent.

The difference between af-npoa-0092.000 and this
version is the npcMpsMacAddr essTabl e has been
obsol eted. The npcMosMil ti pl eMacAddr essTabl e

has been added. The npcMosMil ti pl eMacAddressTabl e
repl aces the npcMpsMacAddressTabl e. "

REVI SI ON " 9805220000Z"

DESCRI PTI ON
"Final Ballot Version, My 22, 1998
Version of the MB nodul e MPOA-M B
that is in: AF-MPQA-0092. 000."

2.) The npcMpsMacAddressTable will have
its status changed from"current"” to
"obsolete". This means the Table
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shoul d no | onger be supported by any
nmpoa mb inplenmentations.

-- the followi ng table has been obsoleted, it does
-- not support nultinetted capabilities.

-- Please see Appendix VII of MPOA 1.1

for a detailed explanation of the

-- nultinetted capabilities.

-- This table has been replaced by the

-- npcMpsMul ti pl eMacAddr essTabl e.

nmpcMpsMacAddr essTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpcMosMacAddressEntry

MAX- ACCESS not - accessi bl e
| STATUS obsol ete
DESCRI PTI ON

"This is a read-only table which contains
i nformati on about all the MPSs’ MAC Addresses
t hat these MPCs know about."

o= { npcCbjects 9 }

npcMpsMacAddr esseEntry OBJECT- TYPE
SYNTAX MocMpsMacAddr esseEntry

MAX- ACCESS not - accessi bl e
| STATUS obsol ete
DESCRI PTI ON

"Arowis created by an MPC. The MPC | earns about an
MPS' s MAC Address and creates a row. "
I NDEX { npcMpsl ndex,
npcLecl ndex

}
::= { npcMpsMacAddressTable 1 }
MpocMpsMacAddr esseEntry :: = SEQUENCE {

nmpcLecl ndex Lecl ndex,
nmpcMpsMacAddr ess MacAddr ess

npcLecl ndex OBJECT- TYPE
SYNTAX Lecl ndex

MAX- ACCESS not - accessi bl e
| STATUS obsol ete
DESCRI PTI ON

"The | ecl ndex which represents the associated LEC. "
::= { npcMpsMacAddressEntry 1 }

nmpcMpsMacAddr ess OBJECT- TYPE
SYNTAX MacAddr ess

MAX- ACCESS read-only
| STATUS obsol ete
DESCRI PTI ON
"The MAC Address of the MPS.™
REFERENCE

"Mul tiprotocol Over ATM Version 1.0 (Letter Ballot),
Section 3.3.3.1"
::= { npcMpsMacAddressEntry 2 }
| -- end of obsoleted table

3.) A new Table, the
nmpcMpsMul ti pl eMacAddressTable will be
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added. This will replace the npcMpsMacAddr essTabl e.

nmpchMpsObj ects OBJECT IDENTIFIER ::= { npcCbjects 16 }

-- The followi ng Tabl e repl aces the npcMpsMacAddressTabl e (which
-- has been obsoleted.) The following table is nore flexible in
-- that it can represent nore than one MPS MAC Address used by
-- the MPC during flow detection.

nmpcMpsMul ti pl eMacAddr essTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpcMosMul ti pl eMacAddr essEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This is a read-only table which contains
i nformati on about all the MPSs’ MAC Addresses
that these MPCs use during fl ow detection
Note that due to the nultinetted case an MPC nmay | earn
about nore than one MAC address from an MPS,
thus there may be nore than one MAC address for the
same MPC - MPS - Leclndex represented in this
Tabl e. These MacAddresses are differentiated by
t he npcMosMacAddr essl ndex. ™
.= { npcMpshjects 1}

nmpcMpsMul ti pl eMacAddressEntry OBJECT- TYPE
SYNTAX MocMpsMul ti pl eMacAddr essEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

MPS and the one or nore MAC Address of the MPS which
the MPC uses during flow detection. Each row represents
an MPS MAC Address used by an MPC during fl ow detection.”
I NDEX { npcMpsl ndex,
npcFl owDet ect Lecl ndex,
npcMpsMacAddr essl ndex

}
c:= { npcMpsMul ti pl eMacAddressTable 1 }

MpocMpsMul ti pl eMacAddressEntry :: = SEQUENCE {
nmpcFl owDet ect Lecl ndex Lecl ndex,
nmpcMpsMacAddr essl ndex I nt eger 32

nmpcMpsFl owDet ect MacAddr ess MacAddr ess
}

npcFl owDet ect Lecl ndex OBJECT- TYPE
SYNTAX Lecl ndex

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"The | ecl ndex which represents the associated LEC. "
c:= { npcMpsMul ti pl eMacAddressEntry 1 }

nmpcMpsMacAddr essl ndex OBJECT- TYPE

SYNTAX I nteger32 (1..2147483647)
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
| "Arowis created by an MPC. The MPC | earns about a
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

"This value is used to differentiate MAC Addresses from
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the sane MPS used by the sane MPC during flow detection.
Thi s val ue should be unique within the scope of this table.™
c:= { npcMpsMul ti pl eMacAddresseEntry 2 }

nmpcMpsFl owDet ect MacAddr ess OBJECT- TYPE
SYNTAX MacAddr ess

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"An MPS MAC Address used by an MPC during flow detection.”
.= { npcMpsMul ti pl eMacAddressEntry 3 }

4.) In the Conformance Statenents, the STATUS of npcMosMacAddressG oup
need to be changed to obsol ete.

nmpcMpsMacAddr essG oup OBJECT- GROUP
OBJECTS {
nmpcMpsMacAddr ess

STATUS obsol ete

DESCRI PTI ON
"A collection of objects which aid the MPCs to track
MAC Address infornmation for all the MPSs which are known
by the MPCs."

::={ npoaM BG oups 10 }

And repl aced by:

nmpcMpsMul ti pl eMacAddr essG oup OBJECT- GROUP
OBJECTS {
nmpcMpsFl owDet ect MacAddr ess

|

|

|

| }

| STATUS current

| DESCRI PTI ON

| "A collection of objects which aid the MPCs to track
| MAC Address information for all the MPSs which are

|
|
|

used during flow detection by the MPCs."
.. = { npoaM BG oups 25 }

NOTE: al so every occurence of npcMpsMacAddressGroup in the Confornance
statenent now al so has an occurence of the npsMosMil ti pl eMacAddr essGr oup.

E.5.2 Correction of a Syntax Error for Index Item "mpsEgressCacheld”
E: f(npoa.mb), (3428,24) Index item "npsEgressCachel d"
nmust be defined with syntax that includes a range

The fix is to change this INDEX variable fromInteger32
to

SYNTAX | NTEGER (1..2147483647)

This would NOT result in anything other
than changing the index from

SYNTAX of Integer32 to |INTEGER(1..2147483647)
This restricts the use of nunber 0, (zero) as an index.
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But does NOT change the semantics of the MB.
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Annex F: MPOA 1.1 MIB

Note: The MPOA 1.1 MIB specified in this Annex is believed to be correct at the time of its specification. In case
that inconsistencies or errors are detected, a subsequent separate Errata document or corrected version of this MIB
may be specified which would take precedence over this Annex. Implementors of this MIB are therefore encouraged
to check whether such an Errata document or update of the MPOA 1.1 MIB exists.

MPOA-M B DEFINITIONS ::= BEG N

| MPORTS

MODULE- | DENTI TY, OBJECT- TYPE,

enterprises, Counter32, Counter64, |Integer32
FROM SNMPv2- SM

TEXTUAL- CONVENTI ON,
MacAddress, Tinelnterval, TineStanp, TruthValue, RowStatus
FROM SNWPv2- TC

MODULE- COVPLI ANCE, OBJECT- GROUP
FROM SNMPv2- CONF

| ecl ndex
FROM LAN- EMULATI ON- CLI ENT-M B

At mAddr
FROM ATM TC-M B

npoaM B MODULE- | DENTI TY
LAST- UPDATED "9811090000Z"
ORGANI ZATI ON " ATM For um LANE/ MPOA Wor ki ng Group”
CONTACT- | NFO
"The ATM Forum
2570 West El Camino Real, Suite 304
Mountain View, CA 94040-1313
USA

Tel : +1-650-949- 6700
Fax: +1-650-949-6705

Web: http://ww. at nf orum com
E-mail: info@tnforum cont
DESCRI PTI ON
"This modul e defines a portion of the nmanagenent
i nformati on base (M B) for managi ng Multiprotocol Over
ATM clients and servers which was revi sed based
on MPOA Errata contained in MPQA v1.1.

The difference between af-npoa-0092.000 and this
version is the nmpchMpsMacAddr essTabl e has been
obsol eted. The nmpcMpsMil ti pl eMacAddr essTabl e

has been added. The npcMosMil ti pl eMacAddressTabl e
repl aces the npcMpsMacAddressTabl e. "

REVI SI ON "9811090000Z"
DESCRI PTI ON
"MPOA v 1.1, Nov 9, 1998
Version of the M B nodul e MPOA-M B
that is contained in the MPOA v1.1 docunent.

The di fference between af-npoa-0092.000 and this
version is the nmpchMpsMacAddr essTabl e has been
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obsol eted. The npcMosMul ti pl eMacAddr essTabl e
has been added. The npcMpsMil ti pl eMacAddressTabl e
repl aces the npcMpsMacAddressTabl e. "

REVI SI ON "98052200002"
DESCRI PTI ON
"Final Ballot Version, My 22, 1998
Version of the M B nodul e MPOA-M B
that is in: AF-MPOA-0092. 000."
REVI SI ON "9802250000Z"
DESCRI PTI ON
"Straw Ball ot Revision 1.0, February 25, 1998

Version of the M B nodul e MPOA-M B
that is in STR-MPOA-M B-01.01."
.= { atnfMooa 1 }

at mForum OBJECT IDENTIFIER ::= { enterprises 353 }
at mFor unNet wor kManagenment OBJECT I DENTIFIER ::= { atnmForum5 }
at nf Mpoa OBJECT | DENTI FI ER :: = { at nForumNet wor kManagenent 8 }

-- Textual Conventions

Lecl ndex ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"The value of this object identifies the LEC
for which the entry contains nanagenent
informati on. The value of this object for
a particular LAN Emul ation dient (LEC) has
the sane val ue as the | eclndex object, defined
in the LAN- EMULATI ON- CLI ENT M B, for the same LEC "
SYNTAX | NTEGER (1..2147483647)

At nConf i gAddr ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON

"The ATM address used by the network entity.

The address types are: NSAP SEL Byte (1 octet)

E. 164 (8 octets), and NSAP (20 octets).

Note: If the 1 octet NSAP SEL is given, the

other 19 octets of the NSAP are derived

fromthe systemeither through LM or another nethod.

Note: The E. 164 address is encoded in BCD format."
SYNTAX  OCTET STRI NG (Sl ZE( 1] 8] 20))

I nt er net wor KAddr Type :: = TEXTUAL- CONVENTI ON

STATUS current

DESCRI PTI ON
"I nternetwork Layer Address Types.
Val ues are defined in Assignhed Nunbers,
RFC1700. Note: not all of these values nake sense in al
contexts where this type is used in this MB, but they are
i ncl uded for conpl et eness.”

REFERENCE
"Assi gned Nunmbers, RFC1700, ADDRESS FAM LY NUMBERS'
SYNTAX | NTEGER {

ot her (0),
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i pVa(1),

i pV6(2),
nsap(3),

hdl c(4),
bbn1822(5),

i eee802(6),
el63(7),
e164(8),

f69(9),
x121(10),

i px(11),
appl eTal k(12),
decnet |1 V(13),
banyanVi nes(14),
el64W t hNsap( 15)

}

I nt er net wor kAddr :: = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"The value of an internetwork | ayer address.™
SYNTAX OCTET STRING (SIZE (0..60))

Mpcl ndex :: = TEXTUAL- CONVENTI ON

STATUS current

DESCRI PTI ON
"A uni que value, for each MPOA client
which this SNWP agent manages. It is recomrended that
val ues
are assigned contiguously starting from1l. The value for
each MPOA Client nust renmain constant, even if the MPOA
Client or SNWP agent is re-initialized."

SYNTAX Integer32 (1..2147483647)
Mpsl ndex :: = TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"A uni que value, for each MPOA Server
which this SNWP agent manages. It is recomrended that
val ues

are assigned contiguously starting from1l. The value for
each MPOA Server nust remain constant, even if the MPOA
Server or SNWP agent is re-initialized."

SYNTAX Integer32 (1..2147483647)

nmpoaM BObj ects OBJECT IDENTIFIER ::={ npoaMB 1 }
-- This MB nodul e consists of the foll ow ng groups:

-- (1) MPOA Commobn Groups
- - (a) Device Type group
- - (b) Device Type Mps Mac group

-- (2) MPOA dient Goups

- - (a) Configuration group

- - (b) Actual group

Dat a At m Address group
Statistics group

Prot ocol support group

LEC -> MPC Mappi ng group
MPC s MPS | nformation group
MAC Address group

NN AN AN AN
>SKQ DO QOO
— N N e e
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I ngress Cache Total Packet group
I ngress Cache Total COctet group
I ngress Cache group

Egress Cache Total Packet group
Egress Cache Total Octet group
Egress Cache group

1
1

NN AN AN AN
—_ —_—

=] 3 ~

~ — N

--  (3) MPOA Server groups

- - (a) Configuration group

- - (b) Actual group

- - (c) Statistics group

- - (d) Protocol support group

- - (e) LEC -> MPS Mappi ng group
) Ingress Cache group

) Egress Cache group

npoaComonCbj ect s OBJECT I DENTIFIER ::= { npoaM BObj ects 1 }

devi ceTypeTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Devi ceTypeEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"The device type table
represents the nmapping of the Lane Data ATM address
to the MAC device capability.
The uni que key is the Lane data ATM address and Lec | ndex
of the LEC associated with the MAC addresses
This table contains information which was
gathered fromits environment about nei ghboring
machi nes.
This Device type table represents the infornation of
ot her/renmote MPQOA devi ces, discovered/ gathered by each MPOA
device. This MB is not the device type of MPS/ MPC
itself; it is DI SCOVERED i nformation."
REFERENCE
"Sections: 5.2.3 Device Type TLV, and 4.2 Device Discovery,
MPOA Version 1.0 (Letter Ballot) AF- MPOA-0087.000"
.= { npoaCommonhj ects 1 }

devi ceTypeEntry OBJECT- TYPE
SYNTAX Devi ceTypeEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"An entry in this table and corresponding entries in the
devi ceTypeMpsMacAddr essTabl e represent a mappi ng of a MAC devi ce
capability (i.e. the set of MAC addresses froma device) to the
LEC ATM Address. "

REFERENCE
"Section 5.2.3 Device Type TLV
MPOA Version 1.0 (Letter Ballot) AF MPOA-0087. 000"

I NDEX { devi ceTypel ndex }

::= { deviceTypeTable 1 }

Devi ceTypeEntry ::= SEQUENCE ({
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}

devi ceTypel ndex | NTEGER
devi ceTypelLecl ndex Lecl ndex,
devi ceTypeRenot eLecAt mAddr ess At mAddr
devi ceTypeType | NTEGER,
devi ceTypeMpsAt mAddr ess At mAddr
devi ceTypeMpcAt mAddr ess At mAddr

devi ceTypel ndex OBJECT- TYPE

SYNTAX | NTEGER (1..2147483647)
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Index into this table and al so used as one of the indices for
the devi ceTypeMpsMacAddressTabl e. This index has | ocal
significance within the npoaDevi ceG oup
Entries in the *deviceTypeMysMacAddr essTabl e’ which correspond
to this index, and have the ‘deviceTypeType’ value of ‘nps’ or
‘nmpsAndMps’ are considered to be MPS MAC addresses.”

REFERENCE
"Section 5.2.3 Device Type TLV
MPOA Version 1.0 (Letter Ballot) AF MPOA-0087. 000"

::= { deviceTypeEntry 1 }

devi ceTypelLecl ndex OBJECT- TYPE

SYNTAX Lecl ndex

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Lecl ndex of LEC that supports this

data ATM addr ess”
REFERENCE

"Section 5.2.3 Device Type TLV

MPOA Version 1.0 (Letter Ballot) AF MPOA-0087.000"
::= { deviceTypeEntry 2 }

devi ceTypeRenot eLecAt mAddr ess OBJECT- TYPE

SYNTAX At mAddr
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The ATM address | earned by LE ARP."
REFERENCE
"Section 5.2.3 Device Type TLV
MPOA Version 1.0 (Letter Ballot) AF MPOA-0087. 000"
.. = { deviceTypeEntry 3 }

devi ceTypeType OBJECT- TYPE
SYNTAX | NTEGER {

nonhpoa(1l),
nps(2),
npc(3),
nmpsAndMoc( 4)

}

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"same as the TLV'
REFERENCE

"Section 5.2.3 Device Type TLV

MPOA Version 1.0 (Letter Ballot) AF MPOA-0087. 000"
.. = { deviceTypeEntry 4 }
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devi ceTypeMpsAt mAddr ess OBJECT- TYPE

SYNTAX At mAddr
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Associ at ed MPS addr ess,
REFERENCE

zeros for non- VPOA and npc"

"Section 5.2.3 Device Type TLV

MPOA Version 1.0 (Letter
::= { deviceTypeEntry 5 }

Bal | ot) AF- MPOA- 0087. 000"

devi ceTypeMpcAt mAddr ess OBJECT- TYPE

SYNTAX At mAddr
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Associ at ed MPC addr ess,
REFERENCE

zeros for non- MPOA & nps”

"Section 5.2.3 Device Type TLV

MPOA Version 1.0 (Letter
::= { deviceTypeEntry 6 }

Bal | ot) AF- MPOA- 0087. 000"

-- The devi ceTypeMpsMacAddress Tabl e contai ns MAC addresses

-- fromthe device type TLV.

If the deviceTypeType was ‘ npsAndMpc’

-- there nmust be at |east one MPS MAC Address (i.e. at |least one entry in

-- this ta

ble.) If the deviceTypeType is ‘nps’, there may be zero or nore

-- MPS MAC addresses in this table.

If the deviceTypeType is ‘nonMooa’
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-- or ‘npc’ then there will be no corresponding entries in this table.

-- See Section 5.2.3 of the MPOA Letter Ballot 1.0

devi ceTypeMpsMacAddr essTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Devi ceTypeMpsMacAddr essEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This table contains MPS MAC Address information gathered from

the MPOA Devi ceTypeTLV."
REFERENCE

"Section 5.2.3 Device Type TLV

MPOA Version 1.0 (Letter Ballot) AF MPOA-0087. 000"
.= { npoaCommonhj ects 2 }

devi ceTypeMpsMacAddr essEntry OBJECT- TYPE
SYNTAX Devi ceTypeMpsMacAddr essEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Each entry represents an MPS MAC Address. Each entry
corresponds to a devi ceTypel ndex val ue for which the
devi ceTypeType attribute is ‘nps’ or ‘npsAndMoc’."
REFERENCE
"Section 5.2.3 Device Type TLV
MPOA Version 1.0 (Letter Ballot) AF- MPOA-0087. 000"
I NDEX { devi ceTypel ndex,
devi ceTypeMpsMacAddr ess

}
.= { deviceTypeMosMacAddressTable 1 }

Devi ceTypeMosMacAddr essEntry
devi ceTypeMpsMacAddr ess
}

: 1 =SEQUENCE {
MacAddr ess
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devi ceTypeMpsMacAddr ess OBJECT- TYPE
SYNTAX MacAddr ess

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"MPS MAC address contained in the Device Type TLV which

is identified by the deviceTypelndex in the deviceTypeTable."
REFERENCE

"Section 5.2.3 Device Type TLV

MPOA Version 1.0 (Letter Ballot) AF MPOA-0087. 000"
.. = { deviceTypeMosMacAddressEntry 1 }

-- MPQA Cient Objects

nmpcObj ects OBJECT I DENTIFIER ::= { nmpoaM BObj ects 2 }

-- MPQA Cient configuration group

nmpcNext | ndex OBJECT- TYPE

SYNTAX I nteger32 (0..2147483647)
MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON

"This object contains an appropriate value to

be used for npclndex when creating entries in

the nmpcConfigTable. The value 0 indicates that

no new rows can be created. Oherwise, it is
recommended that val ues are assigned contiguously,
starting from 1.

MPC creation by a Manager: To obtain the npclndex val ue
for a new entry, the manager issues a managenment protoco
retrieval operation to obtain the current value of this

object. If the value retrieved is 0 (zero), the manager
cannot create a row.

After each retrieval of a non-zero value, the manager
shoul d i ssue a managemnent protocol SET operation using
the value just retrieved. |If the SET is successful

the agent should update the value to the next unassigned
i ndex, or zero if appropriate.

NOTE: the manager may al so issue a set on this object
with a value of its own choosing. |If the set is successful
the manager nay use this value for the npclndex. In this
case, the agent woul d update the value to the next

unassi gned index, or zero if appropriate.

The definition of ‘next unassigned index is any
nmpcNext | ndex val ue that has not yet been set by a nanager
or reserved by the agent (see next paragraph), since this
agent was last re-initialized.

MPC creation by an Agent: Wen a rowin the

mpcConfi gTabl e is created by an agent, the agent should
reserve the value of the index by updating the val ue of
this object to the next unassigned index

or zero if appropriate. Thus, a manager will not
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be able to set an index reserved by an agent.

In the situation of an agent re-initialization, al

used npcl ndexes mnust be preserved.

In other words, the Agent should store in non-vol ati

all of the currently used npclndexes (along with al

configuration information fromthe npcConfigTable).

agent is re-initialized, the npcNextlndex value is

any valid Integer32 value which is not being used

as an npcl ndex, except 0 which maintains its origina

definition of indicating that a row cannot be created
o= { npcCbjects 1}

nmpcConfi gTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MocConfi gEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"The MPOA Cient Configuration Table.

This table contains configuration infornmation

for all MPOA Clients which this agent manages."”
o= { npcCbjects 2 }

nmpcConfi gEntry OBJECT- TYPE
SYNTAX MocConfi gEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"MPOA Client Configuration Entry.
Each entry contains configuration information
for one MPOA Client. The configuration infornmation
the npcl ndex, nust be restored after a re-initializat
MPC or a re-initialization of the SNWP agent."

I NDEX { nmpcl ndex }

.= { npcConfigTable 1 }

MocConfigEntry :: =SEQUENCE ({

currently

e menory
necessary

When t he

i ncl udi ng
ion of an

-- Primary config info: Index, node and control address infornation

nmpcl ndex Mocl ndex,

npcRowsSt at us RowSt at us,

nmpcConfi ghbde | NTEGER

nmpcCt r | At mAddr At nConf i gAddr,

-- MPC paraneters which may be obtained from
-- the LECS.

npc SCSet upFranmeCount | nt eger 32, -- MPC-pl
npc SCSet upFr aneTi ne I nt eger 32, -- MPC-p2

-- The Fl ow detection Protocols (denoted with MPC p3)
-- are represented in the npcProtocol sTabl e.

mpclnitial RetryTi me I nt eger 32, -- MPC-p4
npcRet ryTi meMaxi mum | nt eger 32, -- MPC-p5
nmpcHol dDownTi ne I nt eger 32 -- MPC-p6

nmpcl ndex OBJECT- TYPE
SYNTAX Mocl ndex
MAX- ACCESS not - accessi bl e
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STATUS current

DESCRI PTI ON
"A val ue which uniquely identifies this conceptua
row in the npcConfigTable. The ‘npcNextlndex' object
needs to be used to determ ne the value of this object.
A row cannot be added, unless the npcCtrl At mAddress i s unique.
In the event of either an MPC re-initialization or an agent
re-initialization, the value of this npclndex nust remain the
sane. In other words, the row needs to be saved and restored
in the event of an MPC or SNWP Agent re-initialization."

.= { npcConfigEntry 1 }

npcRowSt at us OBJECT- TYPE
SYNTAX RowsSt at us

MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"This object allows creation and del eti on of
MPQA dients.

Wthin each conceptual npcConfigTable row, witable objects
may be nodified, regardl ess of the val ue of npcRowSt at us.

It is not necessary to set a row s status to ‘notlnService
first.

A row cannot be created, unless the npcAtnCtrl Address
in this table is unique.
When an MPOA Client is created via this object,
it will initially have
‘nmpcActual State’ = ‘initial State’ "
c:={ npcConfigEntry 2 }

nmpcConfi gvbde OBJECT- TYPE
SYNTAX | NTEGER {
automatic(l),
manual (2)

}

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"I ndi cates whether this MPC shoul d auto-configure
the next time it is (re-)initialized.
During the (re-)initialization of this MPC, if
the node is automatic(1l), the LECS is contacted and
requests are nade for all MPC p* paraneters.
O herwise, if the node is nanual (2), the values of the
configuration paraneters are obtained fromthe
nmpcConfi gTabl eand the npcProtocol Table. |In other words, when
the MPCis first initialized, it can use the default or
configured values fromthe npcConfigTabl e and
nmpcProtocol Table. If the node is manual (2), no further
action is required. |If the node is automatic (1), then
the LECS should be contacted and all avail able MPC pl
to MPC-p6 paraneters would be retrieved.
These paraneters would then overwite the existing MPC-pl to
MPC- p6 paraneters. The actual values are reflected in the
npcAct ual Tabl e. ™

DEFVAL { automatic }

.= { npcConfigEntry 3 }

nmpcCt r | At mAddr OBJECT- TYPE
SYNTAX At nConf i gAddr
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MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The MPC s Control ATM Address. There exists one
Control ATM Address per MPC, therefore, the val ue
of this entry is unique within the table. The control ATM
Address is the address which is used by the MPCin its requests
to the MPS. The value of this object should not change, once
created.”

.= { npcConfigEntry 4 }

npc SCSet upFr aneCount OBJECT- TYPE
SYNTAX I nteger32 (1..65535)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"This represents the MPC-pl Short-cut setup frane count
par anet er .

The MPC-pl value is franmes neasured over npcSCFraneTi ne seconds.
Fl ow detection is protocol independent. i.e. all network |ayers
nmpcProtocol Entries for this MPC share the flow rate
speci fication.
A value of 1 causes all flows to initiate resolution/shortcut
process."

DEFVAL { 10 }

.= { npcConfigEntry 5 }

npc SCSet upFr aneTi ne OBJECT- TYPE
SYNTAX I nteger32 (1..60)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"MPC-p2 Short-cut setup frame tine, in seconds.”
DEFVAL { 1}
.= { npcConfigEntry 6 }

mpclnitial RetryTi ne OBJECT- TYPE

SYNTAX I nteger32 (1..300)
MAX- ACCESS read-create
STATUS current

DESCRI PTI ON

"MPC-p4 is the initial value for the retry tine out
period used for timng out MPOA Resol uti on Requests
in seconds. Retry tine consists of this initial
time-out (MPC-p4) and a retry multiplier (MPCcl).
If a response is not received, then another request
is sent with a tineout of ‘retry time’ * MPC-cl
seconds, or until npcRetryTi neMaxi num "

DEFVAL { 5 }

.= { npcConfigEntry 7 }

nmpcRet ryTi meMaxi mum OBJECT- TYPE

SYNTAX I nt eger 32 (10..300)
MAX- ACCESS read-create
STATUS current

DESCRI PTI ON

"MPC- p5 cumul ative max value for Retry Tinme (MPC-p4).

Retries are attenpted at intervals determ ned by the

al gorithm described in the definition of npcintial RetryTi ne."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPOA- 0087. 000.
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Section 4.3 MPOA Retry Mechani sni
DEFVAL { 40 }
.= { npcConfigEntry 8 }

npcHol dDownTi me OBJECT- TYPE

SYNTAX I nt eger32 (30..1200)
MAX- ACCESS read-create
STATUS current

DESCRI PTI ON

"MPC-p6 Hold Down Time
Mninmumtinme to wait before reinitiating
a failed resolution attenpt. Default is
nmpcRet ryTi meMaxi mum * 4. "

REFERENCE
"Mul tiprotocol Over ATM  AF- MPOA- 0087. 000.
Section 4.1.2.1 MPC Paraneters”

DEFVAL { 160 }

.= { npcConfigEntry 9 }

-- MPQA Cient Actual group

npcAct ual Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MocActual Entry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"MPQOA Client Actual Table.
A read-only table which contains state
information and refl ects the actual val ues which
these MPOA Clients are using. The actual
values may differ fromthe configured val ues.
For exanple, the npcConfigMde takes affect
only during (re-)initialization of the MPC
The MPC-pl to MPC-p6 paraneters may differ
fromthe configured val ues because, if the
MPC was (re-)initialized and the npcConfi ghbde
was set to automatic (1) then sone, perhaps all,
of the MPC-pl to MPC-p6 paraneters were retrieved
fromthe LECS and the values fromthe LECS nmay
differ fromthe configured/ default values of the
nmpcConfigTable. NOTE: after re-initialization
a set to an object in the npcConfigTabl e which
changes the value of the object will be reflect
in this Table, except for a set to the
nmpcConfi gMbde which takes effect only during
re-initialization.”

o= { npcCbjects 3}

npcAct ual Ent ry OBJECT- TYPE
SYNTAX MocAct ual Entry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"An entry in the MPC Actual Table.

An entry represents a specific MPOA Client’s

state informati on and the actual val ues

whi ch are being used by the MPOA Client.

For exanple, the correspondi ng npcConfigEntry contains
default and/or configured paraneters, if npcConfigMde was
set to manual, then these are the objects values’ which are
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reflected for the npcActual Entry. However, if the
nmpcConfi ghvbde is autonmatic, then the npcActual Entry
will be all the correspondi ng npcConfi gEntry’ s object,
excl udi ng any objects which were retrieved fromthe LECS.
In other words, the objects retrieved fromthe LECS during
the (re-)initialization of the MPC overwite any of the default
and/ or configured val ues.
NOTE: any subsequent ‘set’ to the configured values, e.g. an
SNWVP
set operation, which is successful could result in a change to an
mpcConfi gTabl e value, and will be reflected in this table as
wel [."

AUGMENTS { npcConfigEntry }

::= { npcActual Table 1 }

MpocAct ual Entry :: =SEQUENCE ({
npcAct ual St ate | NTEGER,
nmpcDi scontinuityTime Ti meSt anp,

-- Actual values for the MPCs.

npcAct ual Confi ghbde | NTEGER,
npcAct ual SCSet upFr aneCount | nt eger 32, -- MPC-pl
npcAct ual SCSet upFr aneTi e I nt eger 32, -- MPC-p2

-- The flow detection protocols for MPC-p3 are represented
-- in the npcProtocol Table. There is no actual counterpart
-- for them

nmpcActual Initial RetryTi me I nt eger 32, -- MPC-p4
npcAct ual Ret ryTi meMaxi mum I nt eger 32, -- MPC-p5
npcAct ual Hol dDownTi ne I nt eger 32 -- MPC-p6

}

npcAct ual St ate OBJECT- TYPE
SYNTAX | NTEGER {
unknown( 1),
initial State(2),
up(3),
down(4)

}

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"This object indicates the actual state
of the MPOA Cient."

::={ npcActual Entry 1 }

nmpcDi scontinuityTi me OBJECT- TYPE
SYNTAX Ti meSt anp

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The val ue of sysUpTime on the nost recent occasion at
whi ch any one or nore of this MPC s counters
experienced a discontinuity. The relevant counters
are the specific instances associated with this
MPC. If discontinuities have not occurred since the
last re-initialization of the |ocal nmanagenent subsystem
then this object contains a zero val ue.”

::={ npcActual Entry 2 }

nmpcAct ual Confi gvbde OBJECT- TYPE
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SYNTAX | NTEGER {
automatic(l),
manual (2)

}
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"I ndi cat es whether this MPC auto-configured
when it was last (re-)initialized."
::={ npcActual Entry 3 }

nmpcAct ual SCSet upFr aneCount OBJECT- TYPE

SYNTAX I nteger32 (1..65535)

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"MPC-pl Short-cut setup frame count.
In franes neasured over npcShortcut FranmeTi ne seconds.
Fl ow detection is protocol independent. i.e. all
network | ayers npcProtocol Entry share the flow rate
speci fication.
A value of 1 inplies that resolutions for short-cuts
are attenpted for all flows."

::= { npcActual Entry 4 }

npcAct ual SCSet upFr aneTi nre OBJECT- TYPE
SYNTAX I nteger32 (1..60)
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"Actual MPC-p2 Short-cut setup franme tine, in seconds."”
::={ npcActual Entry 5 }

npcActual I nitial RetryTi me OBJECT- TYPE

SYNTAX I nteger32 (1..300)

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"Actual MPC-p4 is initial value for the
retry time out."

::= { npcActual Entry 6 }

npcAct ual Ret ryTi meMaxi mum OBJECT- TYPE

SYNTAX I nt eger 32 (30..300)

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"MPC- p5 cumul ative maxi mum val ue for Retry Tinme (MPC-p4).
Retries are attenpted at intervals determ ned by the
al gorithm described in the definition of
nmpcActual Initial RetryTi nme. "

REFERENCE
"Mul tiprotocol Over ATM  AF- MPOA- 0087. 000.
Section 4.3 MPOA Retry Mechani sni

::={ npcActual Entry 7 }

nmpcAct ual Hol dDownTi ne OBJECT- TYPE
SYNTAX I nt eger 32 (30..1200)
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
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"MPC-p6 Hold Down Time
Mninmumtine to wait before reinitiating a failed
resolution attenpt. The default value is
npcRet ryTi meMaxi mum * 4. "
::={ npcActual Entry 8 }

--  Dat aAt mAddr esses -> MPC

npcDat aAt mAddr essTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpcDat aAt mAddr esseEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A table which shows all the data ATM addresses
associated with all MPOA Cients."
o= { npcCbjects 4}

npcDat aAt mAddr essEnt ry OBJECT- TYPE
SYNTAX MocDat aAt mAddr essEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"Each row defines one data ATM address associated with
an MPC. NOTE: if an MPC has nore than one data ATM
address then there will be another entry which contains
the sanme npclndex subldentifier, with a different
nmpcDat aAt mAddr ess. "
I NDEX { nmpcl ndex,
npcDat aAt mAddr ess

}
.= { npcDat aAt mAddressTable 1 }

MocDat aAt mAddressEntry :: = SEQUENCE ({
npcDat aAt mAddr ess At mAddr
npcDat aAt mAddr essRowsSt at us Rowst at us
}

npcDat aAt mAddr ess OBJECT- TYPE
SYNTAX At mAddr

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A data ATM Address which is associated with
an MPOA Client specified by the npclndex."”
.= { npcDat aAt mAddressEntry 1 }

npcDat aAt mAddr essRowSt at us OBJECT- TYPE
SYNTAX RowsSt at us

MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"This object allows creation and del eti on of
an MPOA Client’s Data ATM Addresses. The
row can be created/deleted by either an NMS
or by the SNWP agent."”

.= { npcDat aAt mAddressEntry 2 }

-- MPOA Cient statistics group
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npcStati sticsTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpcStatisticseEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A read-only table which contains statistical
information for all MPQA Cdients that
this agent manages."

o= { npcCbjects 5}

npcStatisticsEntry OBJECT- TYPE
SYNTAX MocStati sticsEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"Each rowin this table contains statistics
for one MPOA Client."

AUGMENTS { npcConfigEntry }

.= { npcStatisticsTable 1 }

MocStatisticsEntry :: =SEQUENCE {

nmpc St at TxMpoaResol veRequest s Count er 32,
npc St at RxMpoaResol veRepl yAcks Count er 32,
nmpc St at RxMpoaResol veRepl yl nsuf ECResour ces Count er 32,
nmpc St at RxMpoaResol veRepl yl nsuf SCResour ces Count er 32,

npc St at RxMpoaResol veRepl yl nsuf Ei t her Resources Counter 32,
nmpc St at RxMpoaResol veRepl yUnsupport edl net Pr ot Count er 32,
npc St at RxMpoaResol veRepl yUnsupport edMacEncaps Counter 32,

npc St at RxMpoaResol veRepl yUnspeci fi edQt her Count er 32,
npc St at RxMpoal npRequest s Count er 32,
npc St at TxMpoal mpRepl yAcks Count er 32,
nmpc St at TxMpoal npRepl yl nsuf ECResour ces Count er 32,
nmpc St at TxMpoal npRepl yl nsuf SCResour ces Count er 32,
nmpc St at TxMpoal npRepl yl nsuf Ei t her Resour ces Count er 32,
npc St at TxMpoal mpRepl yUnsupport edl net Pr ot Count er 32,
nmpc St at TxMpoal npRepl yUnsupport edMacEncaps Count er 32,
npc St at TxMpoal mpRepl yUnspeci fi edQ her Count er 32,
nmpc St at TxMpoaEgr essCachePur geRequest s Count er 32,
npc St at RxpoaEgr essCachePur geRepl i es Count er 32,
npc St at RxMpoaKeepAl i ves Count er 32,
npc St at RxMpoaTri ggers Count er 32,
npc St at RxMpoaDat aPl anePur ges Count er 32,
npc St at TxMpoaDat aPl anePur ges Count er 32,
nmpc St at RXNhr pPur geRequest s Count er 32,
nmpc St at TxNhr pPur geRepl i es Count er 32,

-- NOTE: since the MPC supersedes the NHC s rol e,
-- the follow ng counters should be counted here,
-- as opposed to the NHC

nmpc St at RXEr r Unr ecogni zedExt ensi ons Count er 32,
npc St at RXEr r LoopDet ect eds Count er 32,
nmpc St at RXEr r Pr ot oAddr Unr eachabl es Count er 32,
npcSt at RXErr Prot oErrors Count er 32,
nmpc St at RXErr SduSi zeExceededs Count er 32,
npcSt at RXErr | nval i dExt ensi ons Count er 32,
nmpcSt at RXErr I nval i dRepl i es Count er 32,
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nmpc St at RXErr Aut henti cati onFail ures Count er 32,
npc St at RXEr r HopCount Exceededs Count er 32

}

nmpc St at TxMpoaResol veRequest s OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The nunber of MPOA Resol ve Requests transnitted
by this MPC

Di scontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcD scontinuityTine."
o= { npcStatisticsEntry 1}

npc St at RxpoaResol veRepl yAcks OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of positively acknow edged MPC

Resol ved Replies received by this MPC with an MPOA

Cl E Code of 0x00 (Success).

Discontinuities in the value of this counter can occur
re-initialization of the nmanagenent system and/or re-
initialization

MPOA Version 1.1

of the MPC, and at other tinmes, as indicated by the val ue of

mpcDi scontinuityTinme."

REFERENCE "Ml ti protocol Over ATM  AF- MPOA- 0087.000. Page 62."

.= { npcStatisticsEntry 2 }

npc St at RxMpoaResol veRepl yl nsuf ECResour ces OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolution Replies received with

an MPOA ClIE Code of 0x81, ‘Insufficient resources to

accept egress cache entry’.

Di scontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcD scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPOA- 0087.000. Page 62."
.= { npcStatisticsEntry 3 }

npc St at RxMpoaResol veRepl yl nsuf SCResour ces OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resol ution Replies received with
an MPOA ClI E Code of 0x82, ‘Insufficient resources to
accept the shortcut’.

Di scontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPC, and at other tines,
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as indicated by the value of npcDi scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPOA-0087.000. Page 62."
.= { npcStatisticsEntry 4 }

npc St at RxMpoaResol veRepl yl nsuf Ei t her Resour ces OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolution Replies received with

an MPOA CIE Code of 0x83, ‘lInsufficient resources to

accept either shortcut or egress cache entry’.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcD scontinuityTine."
REFERENCE

“Mul tiprotocol Over ATM  AF- MPOA- 0087.000. Page 62."
.= { npcStatisticsEntry 5}

npc St at RxpoaResol veRepl yUnsupport edl net Prot OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolution Replies received with

an MPOA ClI E Code of 0x84, ‘Unsupported I|nternework

Layer protocol’.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcD scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPOA- 0087.000. Page 62."
.= { npcStatisticsEntry 6 }

nmpc St at RxMpoaResol veRepl yUnsupport edMacEncaps OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolution Replies received with
an MPOA Cl E Code of 0x85, ‘Unsupported MAC | ayer encapsul ation’.
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPC, and at other tines,
as indicated by the value of npcD scontinuityTine."
REFERENCE
"Mul tiprotocol Over ATM  AF- MPOA- 0087.000. Page 62."
.= { npcStatisticsEntry 7 }

nmpc St at RxMpoaResol veRepl yUnspeci fi edQt her OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolution Replies received with
an MPOA ClIE Code of 0x88, ‘Unspecified/ Qher’.

Di scontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPC, and at other tines,
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as indicated by the value of npcDi scontinuityTine."

REFERENCE

"Mul tiprotocol Over ATM  AF- MPOA-0087.000. Page 62."

.= { npcStatisticsEntry 8 }

npc St at RxMpoal npRequest s OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Cache Inposition Requests received

by this MPC.

Di scontinuities in the value of this counter can occur at re-
initialization

of the managenent system and/or re-initialization of the MPC
and at

other times, as indicated by the value of npcDi sconti nuityTime.

.= { npcStatisticsEntry 9 }

npc St at TxMpoal npRepl yAcks OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of successful MPOA Cache | nposition replies
transmtted by this MPC with an MPOA Cl E Code of 0x00
‘Success’ .

Di scontinuities in the value of this counter can occur at re-
initialization

of the managenent system and/or re-initialization of the MPC,
and at

other times, as indicated by the value of npcDi scontinuityTinme."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPOA- 0087.000. Page 62."

.= { npcStatisticsEntry 10 }

npc St at TxMpoal mpRepl yl nsuf ECResour ces OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Cache Inposition Replies transmitted with
an MPOA ClIE Code of 0x81, ‘Insufficient resources to

accept egress cache entry’.

Di scontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or
re-initialization of the MPC, and at other tines,

as indicated by the value of npcDi scontinuityTine."

REFERENCE

"Mul tiprotocol Over ATM  AF- MPOA- 0087.000. Page 62."

o= { npcStatisticsEntry 11 }

npc St at TxMpoal mpRepl yl nsuf SCResour ces OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
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"The nunber of MPQOA Inposition Replies transmitted with
an MPOA ClIE Code of 0x82, ‘lInsufficient resources to
accept shortcut’.

Di scontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
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re-initialization of the MPC, and at other tines,
as indicated by the value of npcDi scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPOA-0087.000. Page 62."
.= { npcStatisticsEntry 12 }

npc St at TxMpoal mpRepl yl nsuf Ei t her Resour ces OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPQOA Inposition Replies transmitted with

an MPOA CIE Code of 0x83, ‘lInsufficient resources to

accept either shortcut or egress cache entry’.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcD scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPOA- 0087.000. Page 62."
.= { npcStatisticsEntry 13 }

npc St at TxMpoal npRepl yUnsupport edl net Prot OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPQOA Inposition Replies transmitted with

an MPOA ClIE Code of 0x84, ‘Unsupported Internetwork Layer

protocol ’.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcD scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPOA- 0087.000. Page 62."
.= { npcStatisticsEntry 14 }

npc St at TxMpoal npRepl yUnsupport edMacEncaps OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPQOA Inposition Replies transmitted with

an MPOA Cl E Code of 0x85, ‘Unsupported MAC Layer

encapsul ation’.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcDi scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPOA- 0087.000. Page 62."
o= { npcStatisticsEntry 15 }

npc St at TxMpoal mpRepl yUnspeci fi edQt her OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPQOA Inposition Replies transmitted with
an MPOA ClE Code of 0x88, ‘Unspecified/ Qher’.
Di scontinuities in the value of this counter can occur
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at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcDi scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPOA- 0087.000. Page 62."
.= { npcStatisticsEntry 16 }

npc St at TxMpoaEgr essCachePur geRequest s OBJECT- TYPE

SYNTAX Count er 32

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The nunber of MPOA Egress Cache Purge Requests transmtted
by this MPC
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPC, and at other tines,
as indicated by the value of npcD scontinuityTine."

.= { npcStatisticsEntry 17 }

npc St at RxVpoaEgr essCachePur geRepl i es OBJECT- TYPE

SYNTAX Count er 32

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The nunber of MPOA Egress Cache Purge Replies received by
this MPC.
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPC, and at other tines,
as indicated by the value of npcDi scontinuityTine."

.= { npcStatisticsEntry 18 }

npc St at RxMpoaKeepAl i ves OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Keep Alive nessages received by this MPC
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPC, and at other tines,
as indicated by the value of npcD scontinuityTine."

.= { npcStatisticsEntry 19 }

npc St at RxVpoaTri ggers OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Trigger nessages received by this MPC
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPC, and at other tines,
as indicated by the value of npcDi scontinuityTine."

.= { npcStatisticsEntry 20 }

nmpc St at RxpoaDat aPl anePur ges OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
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"The nunber of MPOA Data Pl ane Purge nessages received

by this MPC.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcDi scontinuityTinme."
o= { npcStatisticsEntry 21 }

npc St at TxMpoaDat aPl anePur ges OBJECT- TYPE

SYNTAX Count er 32

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The nunber of MPOA Data Pl ane Purge nessages transmitted
by this MPC
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPC, and at other tines,
as indicated by the value of npcDi scontinuityTine."

.= { npcStatisticsEntry 22 }

npc St at RxNhr pPur geRequest s OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of Purge Requests received by this MPC

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcD scontinuityTine."
.= { npcStatisticsEntry 23 }

npc St at TXNhr pPur geRepl i es OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of Purge Replies transmtted by this MPC

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcDi scontinuityTine."
.= { npcStatisticsEntry 24 }

npc St at RXEr r Unr ecogni zedExt ensi ons OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of Error I|ndication packets received by

this MPC with the error code ‘ Unrecogni zed Extension’.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcDi scontinuityTine."
.= { npcStatisticsEntry 25 }

npc St at RXEr r LoopDet ect eds OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
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DESCRI PTI ON
"The nunber of Error |ndication packets received by
this MPC with the error code ‘Loop Detected' .
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPC, and at other tines,
as indicated by the value of npcDi scontinuityTine."
o= { npcStatisticsEntry 26 }

npc St at RXEr r Pr ot oAddr Unr eachabl es OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of Error |ndication packets received by this
MPC with the error code ‘Protocol Address Unreachabl e’.
Di scontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPC, and at other tines,
as indicated by the value of npcDi scontinuityTine."

.= { npcStatisticsEntry 27 }

npcSt at RXErr Prot oErrors OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of Error |ndication packets received by

this MPC with the error code ‘Protocol Errors’.

Di scontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcD scontinuityTine."
.= { npcStatisticsEntry 28 }

nmpc St at RXErr SduSi zeExceededs OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of Error |ndication packets received by

this MPC with the error code ‘SDU Si ze Exceeded’.

Di scontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcDi scontinuityTine."
.= { npcStatisticsEntry 29 }

nmpc St at RXErr | nval i dExt ensi ons OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of Error |ndication packets received by

this MPC with the error code ‘lnvalid Extensions’.

Di scontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcDi scontinuityTine."
.= { npcStatisticsEntry 30 }

nmpcSt at RXErr I nval i dRepl i es OBJECT- TYPE
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SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of Error |ndication packets received by

this MPC with the error code ‘Invalid Reply’.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcDi scontinuityTine."
o= { npcStatisticsEntry 31 }

npc St at RXErr Aut henti cati onFai | ures OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of Error Indication packets received by

this MPC with the error code ‘Authentication Failure’.

Di scontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcD scontinuityTine."
.= { npcStatisticsEntry 32 }

nmpc St at RXEr r HopCount Exceededs OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of Error |ndication packets received by

this MPC with the error code ‘Hop Count Exceeded’ .

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPC, and at other tines,

as indicated by the value of npcDi scontinuityTine."
.= { npcStatisticsEntry 33 }

-- MPQA Cient Protocol support group

npcPr ot ocol Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpcProtocol Entry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"List of protocols, per MPC, for which flow
detection is enabl ed"

REFERENCE
"Mul tiprotocol Over ATM Version 1.0 (Letter Ballot),
Section 4.1.2.1 MPC Paraneters”

.= { npcCbjects 6 }

npcPr ot ocol Ent ry OBJECT- TYPE
SYNTAX MocPr ot ocol Entry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"Each row i ndi cates one protocol for which an MPC wil |
do flow detection. |If the LECS was contacted for

configuration information, and the Control Cctet of
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the MPC-p3 has the value of 0x01, ‘Enable’, then protoco
val ues retrieved fromthe LECS are reflected in this
tabl e and the npcLECSVal ue object will be (1) true.

Al so, the user or agent can create rows which
appropriately correspond to the MPC denoted by npcl ndex,
and the npcLECSVal ue object will be set to (2) false.
NOTE: if the LECS does not return information for the
MPC- p3 paraneter, or if in nanual node, the user or
agent should create at |east one entry for the
correspondi ng MPC.

Bot h, LECS and user and/or agent created rows may
exist in this Table."
I NDEX { npcl ndex,
npcFl owDet ect Pr ot oco

}
::= {npcProtocol Table 1 }

MocProt ocol Entry :: = SEQUENCE {
npcFl owDet ect Pr ot ocol I nt er net wor kAddr Type,
nmpcLECSVal ue Tr ut hval ue,
npcPr ot ocol RowSt at us RowSt at us
}
npcFl owDet ect Pr ot ocol OBJECT- TYPE
SYNTAX I nt er net wor kAddr Type
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"The protocol on which flow detection is perforned.
If this value was obtained fromthe LECS then this
value is one of the collection of val ues returned
in the MPC- p3 paraneter.”

.= { npcProtocol Entry 1 }

npcLECSVal ue OBJECT- TYPE
SYNTAX Tr ut hval ue

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"This object reflects if the current entry is due to
a retrieval fromthe LECS or not. |If this entry is

due to the LECS, then true(l) is the value for this
obj ect, otherwi se, false (2)."
.= { npcProtocol Entry 2 }

npcPr ot ocol RowSt at us OBJECT- TYPE
SYNTAX RowsSt at us

MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"This object is used by an agent or manager to
create, delete or nodify a rowin this table.”
.= { npcProtocol Entry 3 }

--  LEC -> MPC Mappi ng group
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npcMappi ngTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpcMappi ngEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A table nmapping the ‘Il eclndex’ val ues of
LANE Clients to the ‘npclndex’ val ues of
corresponding MPOA Clients."

o= { npcCbjects 7 }

npcMappi ngeEntry OBJECT- TYPE
SYNTAX MocMappi ngEnt ry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"Each row defines one | eclndex --> npclndex mappi ng.

The npclndex that a | eclndex maps to i s not

necessarily unique (an MPC can serve nmany LECs, however,
a LEC cannot be served by nore than one MPC)."

REFERENCE
"Mul tiprotocol Over ATM Version 1.0 (Letter Ballot),
Section 4.4."
I NDEX { leclndex }
::= { npcMappi ngTable 1 }
MpcMappi ngEntry ::= SEQUENCE {
nmpcMappi ngRowSt at us RowsSt at us,
nmpcMappi ngl ndex Mocl ndex
}

nmpcMappi ngRowSt at us OBJECT- TYPE
SYNTAX RowsSt at us

MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"This object is used by an agent or nmnager to create, delete
or nodify arowin this table."

::= { npcMappi ngEntry 1 }

nmpcMappi ngl ndex OBJECT- TYPE
SYNTAX Mocl ndex

MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The npclndex of the MPOA Client that is perfornng
flow detection for the LANE Client represented by
t he I ecl ndex."

::= { npcMappi ngEntry 2 }

-- MPQA Cient MPS information group

npcMpsTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MocMsEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This is a read-only table which contains
i nformati on about the MPSs that these MPCs
know about . "

.= { npcCbjects 8 }
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npcMpsEntry OBJECT- TYPE
SYNTAX MocMosEnt ry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"Arow created by an MPC. The MPC | earns about
an MPS and creates a row. "
I NDEX { mpcMosl ndex }

.= { npchMpsTable 1 }

MpcMpsEntry :: = SEQUENCE {
nmpcMpsl ndex Mosl ndex,
nmpcMpsAt mAddr At mAddr

}

npcMpsl ndex OBJECT- TYPE
SYNTAX Mos| ndex

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"The MPS' s index which is used to identify
arowin this table.™

.= { npcMpsEntry 1 }

npcMpsAt mAddr  OBJECT- TYPE
SYNTAX At mAddr

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The Control ATM Address of the MPS"
.= { npcMpsEntry 2 }

-- MPQA Cient’s MAC Address group

-- the followi ng table has been obsoleted it does
-- not support nultinetted capabilities.

-- Please see the section of the

-- MPOA v1.1 for a conplete explanation of the

-- nmultinetted capabilities.

-- This table has been replaced by the

-- npcMpsMul ti pl eMacAddr essTabl e.

nmpcMpsMacAddr essTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpcMosMacAddressEntry

MAX- ACCESS not - accessi bl e
STATUS obsol ete
DESCRI PTI ON

"This is a read-only table which contains
i nformati on about all the MPSs’ MAC Addresses
t hat these MPCs know about."

.= { npcCbjects 9 }

nmpcMpsMacAddr essEntry OBJECT- TYPE
SYNTAX MocMpsMacAddr esseEntry

MAX- ACCESS not - accessi bl e
STATUS obsol ete
DESCRI PTI ON

"Arowis created by an MPC. The MPC | earns about an
MPS s MAC Address and creates a row. "
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I NDEX { npch©Mpsl ndex,
npcLecl ndex

}
::= { npcMpsMacAddressTable 1 }
MpcMpsMacAddr esseEntry :: = SEQUENCE {

nmpcLecl ndex Lecl ndex,
nmpcMpsMacAddr ess MacAddr ess

npcLecl ndex OBJECT- TYPE
SYNTAX Lecl ndex

MAX- ACCESS not - accessi bl e
STATUS obsol ete
DESCRI PTI ON

"The | ecl ndex which represents the associated LEC. "
::= { npcMpsMacAddressEntry 1 }

nmpcMpsMacAddr ess OBJECT- TYPE
SYNTAX MacAddr ess

MAX- ACCESS read-only
STATUS obsol ete
DESCRI PTI ON
"The MAC Address of the MPS."
REFERENCE

"Mul tiprotocol Over ATM Version 1.0 (Letter Ballot),
Section 3.3.3.1"
::= { npcMpsMacAddressEntry 2 }

-- end of obsoleted table

-- MPQA Cient Ingress Cache group

nmpcl ngressCacheTxTot al Packet s OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The total number of packets transmtted over MPC Short Cuts.™
o= { npcObjects 10 }

nmpcl ngressCacheTxTot al Cct et s OBJECT- TYPE
SYNTAX Count er 64

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The total nunber of octets transmtted over MPC Short Cuts."”
o= { npcObjects 11 }

nmpcl ngressCacheTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Mpcl ngressCacheEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This table contains information for MPC Caches for
the ingress MPC. "
o= { npcObjects 12 }
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nmpcl ngressCacheEnt ry OBJECT- TYPE
SYNTAX Mocl ngressCacheEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"An entry contains control infornation
for arowin a MPC s |Ingress Cache.”
I NDEX { nmpcl ngr essCacheDest | net wor KAddr Type
nmpcl ngr essCacheDest Addr
nmpcl ndex,

npchMpsl| ndex
}
.. = { npclngressCacheTable 1 }

Mocl ngressCacheEntry :: = SEQUENCE {
nmpcl ngr essCacheDest | net wor KAddr Type | nt er net wor kAddr Type,
nmpcl ngr essCacheDest Addr I nt er net wor KAddr
nmpcl ngressCachePrefi xLen I nt eger 32
nmpcl ngr essCacheDest At mAddr At mAddr
nmpcl ngr essCacheSr cAt mAddr At mAddr
nmpcl ngressCacheEntrySt at e | NTEGER,

nmpcl ngr essCacheEgr essCacheTagVal i d Tr ut hval ue,
nmpcl ngr essCacheEgr essCacheTag I nt eger 32,

-- Information for diagnosing probl ens

nmpcl ngr essCachelLast Nnr pCi eCode | NTEGER,
nmpcl ngr essCacheSi gEr r Code I nt eger 32
nmpcl ngressCacheRetri es Count er 32

nmpcl ngressCacheTi neUnt i | Next Resol uti onRequest

Ti mel nt erval
nmpcl ngr essCacheHol di ngTi e Ti el nt erval
nmpcl ngr essCacheSer vi ceCat egory | NTEGER

}

nmpcl ngr essCacheDest | net wor kKAddr Type OBJECT- TYPE
SYNTAX I nt er net wor kAddr Type
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The type of the destination internetwork | ayer address."”
::= { npclngressCacheEntry 1 }

nmpcl ngr essCacheDest Addr OBJECT- TYPE

SYNTAX I nt er net wor kKAddr

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The destination internetwork | ayer address for which
this entry is defined."

.. = { npclngressCacheEntry 2 }

nmpcl ngr essCachePrefi xLen OBJECT- TYPE
SYNTAX I nt eger 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"Defines an equival ence class of addresses that match
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Prefix Length bit positions of the destination
i nternetwork | ayer address."
.. = { npclngressCacheEntry 3 }

nmpcl ngr essCacheDest At mAddr OBJECT- TYPE
SYNTAX At mAddr

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The Destinati on ATM Address received in the MPOA
Resol ution Reply."
.. = { npclngressCacheEntry 4 }

nmpcl ngr essCacheSr cAt mAdddr OBJECT- TYPE
SYNTAX At mAddr

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The Source ATM Address for the MPOA Resol uti on Request."
.. = { npclngressCacheEntry 5 }

nmpcl ngressCacheEnt rySt at e OBJECT- TYPE
SYNTAX | NTEGER {
doesNot Exi st (1),
i nactive (2),
active(3),
negative(4)

}
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The present state of this MPC ingress cache.
The states are:
doesNot Exi st (1) -- the state is not yet avail able
i nactive (2) -- state exists, entry is not yet
active. For an exanple, if
using the Finite State Machi ne
Appendix 1.2, then the states
Cached and query are consi dered
‘“inactive’.
active (3) -- state exists, entry is active.
For an exanple, if using the
Finite State Machine in Appendix 1.2,
then the states resolved and refresh
are considered ‘active’
negati ve (4) -- state exists, entry is negative,
whi ch could nean a NAK response was
received, or entry is doing a
retry, etc. For exanple, if using
the Finite State Machine in Appendi x
.2, then the state ‘hold down’ is
consi dered ‘negative’."
REFERENCE
"Mul tiprotocol Over ATM Letter Ballot, Appendix I.2."
.. = { npclngressCacheEntry 6 }

nmpcl ngr essCacheEgr essCacheTagVal i d OBJECT- TYPE
SYNTAX Tr ut hVal ue

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"If the value of this object is true(l), then a valid
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Egress Cache Tag is present and the value of the Egress
Cache Tag is in npclngressCacheEgressCacheTag. O herwi se,
if this value is false(2), then there was no Egress Cache
Tag, and the val ue of npclngressCacheEgressCacheTag i s
undefined. "

.. = { npclngressCacheEntry 7 }

nmpcl ngr essCacheEgr essCacheTag OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"If a valid Egress Cache Tag is present, then this
obj ect contains the value of that tag. To deternmnine
if this object contains a valid val ue,
nmpcl ngr essCacheEgressTagVal i d shoul d be used.”

REFERENCE
"Mul tiprotocol Over ATM Version 1.0 (Letter Ballot),
Section 4.4.4.1."

.. = { npclngressCacheEntry 8 }

nmpcl ngr essCachelLast Nhr pC eCode OBJECT- TYPE

SYNTAX | NTEGER (0. . 255)
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The last NHRP CIE code received for this entry. This
value is valid only during the Hold Down period of the
cache entry. This value is undefined otherw se.™
REFERENCE
"Normative section 4.4.6.1.1 of Multiprotocol Over
ATM Version 1.0 (Letter Ballot)"
.. = { npclngressCacheEntry 9}

nmpcl ngr essCacheSi gkr r Code OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"Error code or Success of the last sinalling request
for this cache entry.”

::= { npclngressCacheEntry 10 }

nmpcl ngressCacheRet ri es OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The current nunber of tines this MPC has issued a
resolution request since it received a valid reply."
;.= { npclngressCacheEntry 11 }

nmpcl ngr essCacheTi neUnt i | Next Resol uti onRequest OBJECT- TYPE
SYNTAX Ti mel nterva

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The amount of tine the MPC
must wait before issuing the next resolution request."”
;.= { npclngressCacheEntry 12 }

nmpcl ngr essCacheHol di ngTi me OBJECT- TYPE
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SYNTAX Ti mel nterva

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The tine that this MPC s Ingress Cache Entry will renain
valid. |If the npclngressCacheEntryState is not active
this value will be zero."

::= { npclngressCacheEntry 13 }

nmpcl ngr essCacheSer vi ceCat egory OBJECT- TYPE
SYNTAX | NTEGER (0. .65535)
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The service categories supported for this shortcut.™
REFERENCE
"Lane V2 LUNI TLVs. AF-LANE-0084 page 122"
;.= { npclngressCacheEntry 14 }

-- MPQA dient Egress Cache group

npcEgr essCacheRxTot al Packet s OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"This counts the total nunber of packets
recei ved by MPC Short Cuts.™
o= { npcObjects 13 }

npcEgr essCacheRxTot al Oct et s OBJECT- TYPE
SYNTAX Count er 64

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"This counts the total nunber of octets
recei ved by MPC Short Cuts.™
o= { npcObjects 14 }

npcEgr essCacheTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpcEgressCacheEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This table contains Egress Cache information for
all the MPCs which this agent nanages.”
o= { npcObjects 15 }

npcEgr essCacheEntry OBJECT- TYPE
SYNTAX MocEgr essCacheEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"An entry in the MPOA Cient’s Egress Cache table.™
I NDEX { npcEgr essCachel d,
nmpcl ndex,

npchMpsl| ndex
.. = { npcEgressCacheTable 1 }
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MocEgressCacheEntry :: = SEQUENCE ({

npcEgr essCachel d

npcEgr essCachel net wor kAddr Type

npcEgr essCachel Dest Addr
npcEgr essCachePref i xLen
npcEgr essCacheEntrySt ate

npcEgr essCacheEgr essCacheTagVval i d

npcEgr essCacheEgr essCacheTag
npcEgr essCacheHol dTi e
npcEgr essCacheDat aLi nkHeader

MPOA Version 1.1

I nt eger 32,

I nt er net wor KAddr Type,
I nt er net wor kAddr ,

I nt eger 32,

| NTEGER,

Trut hval ue,

I nt eger 32,

Ti mel nt erval

OCTET STRI NG

nmpcEgr essCachel ngr essMocDat aAt mAddr At mAddr

nmpcEgr essCachelLecl ndex

Lecl ndex,
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nmpcEgr essCacheSer vi ceCat egory | NTEGER

}

npcEgr essCachel d OBJECT- TYPE

SYNTAX Integer32 (1..2147483647)

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"Cache ID Provided by the MPS in the Cache
| nposition Request.”

.. = { npcEgressCacheEntry 1 }

npcEgr essCachel net wor kAddr Type OBJECT- TYPE
SYNTAX I nt er net wor kAddr Type
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"Type of Internetwork Address in this cache entry.™
.. = { npcEgressCacheEntry 2 }

npcEgr essCachel Dest Addr OBJECT- TYPE

SYNTAX I nt er net wor KAddr

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The destination internetwork | ayer address
for which this entry is defined."”

.. = { npcEgressCacheEntry 3 }

npcEgr essCachePref i xLen OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"Defines an equival ence class of addresses that match
Prefix Length bit positions of the destination
i nternetwork | ayer address.™

.. = { npcEgressCacheEntry 4 }

npcEgr essCacheEntrySt at e OBJECT- TYPE

SYNTAX I NTEGER {
doesNot Exi st (1),
i nactive(2),
active (3),
negati ve (4)

}

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The present state of this MPC egress cache entry.
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The states are:

doesNot Exi st (1) -- the state is not yet avail abl e,
inactive (2) -- state exists, entry is not yet active,
active (3) -- state exists, entry is active.

For exanple,if using the Finite State
Machi ne in Appendi x 1.5,
the states active and fl oodi ng
are ‘active state.
negative (4) -- state exists, entry is negative.

For exanple,if using the Finite

State Machine in Appendi x 1.5,

the state purging is ‘negative ."
REFERENCE

"MPOA Letter Ballot, Appendix I.5."
.. = { npcEgressCacheEntry 5 }

npcEgr essCacheEgr essCacheTagVal i d OBJECT- TYPE
SYNTAX Tr ut hVal ue

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"If the value of this object is true(l), then a valid
Egress Cache Tag is present and the value of the Egress
Cache Tag is in npcEgressCacheEgressCacheTag. O herw se,
if this value is false(2), then there was no Egress
Cache Tag, and the val ue of npcEgressCacheEgressCacheTag
i s undefined."

.. = { npcEgressCacheEntry 6 }

nmpcEgr essCacheEgr essCacheTag OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"If a valid Egress Cache Tag is present, then this
obj ect contains the value of that tag. To determnine
if this object contains a valid val ue,
nmpcEgr essCacheEgr essCacheTagVal i d shoul d be used.”

.. = { npcEgressCacheEntry 7 }

npcEgr essCacheHol dTi me OBJECT- TYPE
SYNTAX Ti mel nterva

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The remaining time for which this entry is valid."
::= { npcEgressCacheEntry 8 }

nmpcEgr essCacheDat aLi nkHeader OBJECT- TYPE
SYNTAX OCTET STRING (SIZE (0. .255))

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The Dat aLi nk header that the egress client rebuilds
the original DatalLink packet with."
.. = { npcEgressCacheEntry 9 }

nmpcEgr essCachel ngr essMocDat aAt mAddr OBJECT- TYPE
SYNTAX At mAddr
MAX- ACCESS read-only
STATUS current
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DESCRI PTI ON
"The Data ATM Address of the ingress MPC that issued
the MPOA Resol ution request”
REFERENCE
"Mul tiprotocol Over ATM  AF- MPQA- 0087. 000. Page 81."
.. = { npcEgressCacheEntry 10 }

npcEgr essCachelLecl ndex OBJECT- TYPE
SYNTAX Lecl ndex

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"This is the leclndex of the LANE Client that this fl ow

is associated with. This can be used to get the ELAN
name as well as other LANE paraneters.”
.. = { npcEgressCacheEntry 11 }

npcEgr essCacheSer vi ceCat egory OBJECT- TYPE

SYNTAX | NTEGER (0. .65535)
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"This is a bitmap describing the service categories
supported for this shortcut. This value represents
an inclusive OR of the bits:

bit 1 - if rt-VBR is supported,
bit 2 - if nrt-VBR is supported,
bit 4 - if ABRis supported,
bit 8 - if CBRis supported

A value of 0 (zero) indicates that UBR is supported.”
REFERENCE

"Lane V2 LUNI TLVs. AF-LANE-0084, page 122."
.. = { npcEgressCacheEntry 12 }

-- The followi ng Tabl e repl aces the npcMpsMacAddressTabl e (which
-- has been obsoleted.) The following table is nore flexible in
-- that it can represent nore than one MPS MAC Address used by
-- the MPC during flow detection.

nmpcMpshj ects OBJECT IDENTIFIER ::= { npcObjects 16 }

nmpcMpsMul ti pl eMacAddr essTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpcMosMul ti pl eMacAddr essEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This is a read-only table which contains
i nformati on about all the MPSs’ MAC Addresses
that these MPCs use during fl ow detection
Note that due to the nultinetted case an MPC nmay | earn
about nore than one MAC address from an MPS,
thus there may be nore than one MAC address for the
same MPC - MPS - Leclndex represented in this
Tabl e. These MacAddresses are differentiated by
t he npcMosMacAddr essl ndex. ™

o= { npcMpshjects 1}
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nmpcMpsMul ti pl eMacAddressEntry OBJECT- TYPE
SYNTAX MocMpsMul ti pl eMacAddr essEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"Arowis created by an MPC. The MPC | earns about a
MPS and the one or nore MAC Address of the MPS which
the MPC uses during flow detection. Each row represents
an MPS MAC Address used by an MPC during fl ow detection.”
I NDEX { npch©Mpsl ndex,
npcFl owDet ect Lecl ndex,
npcMpsMacAddr essl ndex

}
c:= { npcMpsMul ti pl eMacAddressTable 1 }

MpcMpsMul ti pl eMacAddressEntry :: = SEQUENCE {
npcFl owDet ect Lecl ndex Lecl ndex,
nmpcMpsMacAddr essl ndex I nt eger 32,

nmpcMpsFl owDet ect MacAddr ess MacAddr ess
}

npcFl owDet ect Lecl ndex OBJECT- TYPE
SYNTAX Lecl ndex

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"The | ecl ndex which represents the associated LEC. "
c:= { npcMpsMul ti pl eMacAddressEntry 1 }

nmpcMpsMacAddr essl ndex OBJECT- TYPE

SYNTAX I nteger32 (1..2147483647)
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

"This value is used to differentiate MAC Addresses from

the sane MPS used by the sane MPC during flow detection.

Thi s val ue should be unique within the scope of this table.™
c:= { npcMpsMul ti pl eMacAddressEntry 2 }

nmpcMpsFl owDet ect MacAddr ess OBJECT- TYPE
SYNTAX MacAddr ess

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"An MPS MAC Address used by an MPC during flow detection.”
.= { npcMpsMul ti pl eMacAddressEntry 3 }

--  MPQA Server bjects

nmpsObj ects OBJECT I DENTIFIER ::= { nmpoaM BObj ects 3 }
nmpsNext | ndex OBJECT- TYPE

SYNTAX I nteger32 (0..2147483647)

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"This object contains an appropriate value to
be used for npslndex when creating entries in
the npsConfigTable. The value 0 indicates that
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no new rows can be created. Oherwise, it is
recommended that val ues are assigned contiguously,
starting from 1.

MPS creation by a Manager: To obtain the npslndex

value for a new entry, the nanager issues a nmanagenent
protocol retrieval operation to obtain the current val ue
of this object. |If the value retrieved is 0 (zero), the
nmanager cannot create a row.

After each retrieval of a non-zero value, the manager
shoul d i ssue a managenent protocol SET operation using
the value just retrieved. |If the SET is successful
the agent should update the value to the next

unassi gned index, or zero if appropriate.

NOTE: the manager may al so issue a set on this object
with a value of its own choosing. |If the set is successful
the manager nay use this value for the npsindex. In this
case, the agent woul d update the value to the next

unassi gned index, or zero if appropriate.

The definition of ‘next unassigned index is any
nmpsNext | ndex val ue that has not yet been set by a

manager, or reserved by the agent (see next paragraph),
since this agent was last re-initialized.

MPS creation by an Agent: Wen a row in the npsConfigTable is
created by an agent, the agent should reserve the val ue of

the index by updating the value of this object to

t he next unassigned index or zero if appropriate. Thus, a

manager will not be able to set an index reserved by an agent.
In the situation of an agent re-initialization all currently
used npsl ndexes nust be preserved. In other words, the Agent

shoul d store in non-volatile nmenory all the currently used

nmpsl ndexes (along with all necessary configuration infornmation

fromthe npsConfigTable). When the agent is re-initialized,

the npsNextlndex value is any valid Integer32 which is not

bei ng used as an npsl ndex, except 0 which maintains its

original definition of indicating that a row cannot be created."
o= { npsCbjects 1}

--  MPQA Server configuration group

nmpsConfi gTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpsConfi gEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"The MPOA Server Configuration Table.
This table represents the configuration infornmation for
all MPQA Servers which this agent nanages.”

o= { npsCbjects 2 }

nmpsConfi gEntry OBJECT- TYPE
SYNTAX MosConfi gEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"MPOA Server Configuration Entry.
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Each entry contains configuration information
for one MPQOA Server."

I NDEX { npslndex }

.= { npsConfigTable 1 }

MpsConfigEntry ::= SEQUENCE {

-- Primary config info: Index, node and address infornmation

nmpsl ndex Mosl ndex,
npsRowsSt at us RowSt at us,
nmpsConfi ghbde | NTEGER,

nmpsCt r | At mAddr At nConf i gAddr,

-- MPS paraneters that can be obtained from

-- the LECS.
npsKeepAl i veTi e I nt eger 32, -- MPS-pl
nmpsKeepAl i velLi feTi me I nt eger 32, -- MPS-p2

-- The Fl ow detection Protocols (denoted with MPS-p3)
-- are represented in the npcProtocol sTabl e.

mpsinitial RetryTi me I nt eger 32, -- MPS-p4
nmpsRet ryTi meMaxi mum I nt eger 32, -- MPS-p5
nmpsG veupTi ne I nt eger 32, -- MPS-p6
npsDef aul t Hol di ngTi ne I nt eger 32 -- MPS-p7

}

nmpsl ndex OBJECT- TYPE
SYNTAX Mos| ndex

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A val ue which uniquely identifies this conceptua
row in the npsConfigTable. The ‘npsNextlndex object
needs to be used to determ ne the value of this object.
A row cannot be added, unless the npsCirl At mAddr ess
i s unique.
In the event of an MPS re-initialization, the val ue
of this npslndex must renain the sane. However, in
the event of an agent re-initialization, this value
does not need to be preserved.”

.= { npsConfigEntry 1 }

npsRowSt at us OBJECT- TYPE
SYNTAX RowsSt at us

MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"This object allows creation and deletion of MPOA Servers.
Wt hin each conceptual npsConfigTable row, objects which are
writable may be nodified regardl ess of the val ue of

nmpsRowSt atus. It is not necessary to set a row s status

to ‘notlnService’ first.

A row cannot be created, unless the npsAtnCtrl Address
inthis table is unique. Wen an MPOA Server is created
via this object, it will initially have
‘nmpsActual State’ = ‘initial State’."
.= { npsConfigEntry 2 }

nmpsConfi gvbde OBJECT- TYPE
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SYNTAX | NTEGER {
automatic(l),
manual (2)

}

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"I ndi cates whether this MPS shoul d auto-configure
the next time it is (re-)initialized.
In automatic(l) node the LECS is contacted and
requests are nade for the MPS-p* paraneters.
In manual (2) nmode, the values of the configuration
paraneters are obtained fromthe npsConfigTabl e
and the npsProtocol Table. "

DEFVAL { automatic }

.= { npsConfigEntry 3 }

mpsCt r | At mAddr OBJECT- TYPE
SYNTAX At nConf i gAddr

MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The MPS's Control ATM Address. There exists one
Control ATM Address per MPS, therefore, the val ue
of this entry is unique within the table.”

.= { npsConfigEntry 4 }

npsKeepAl i veTi me OBJECT- TYPE

SYNTAX I nteger32 (1..300)
MAX- ACCESS read-create
STATUS current

DESCRI PTI ON

"MPS-pl Keep-alive time is max interval between
the MPS sendi ng MPOA Keep-Alives in seconds.”
DEFVAL { 10 }
.= { npsConfigEntry 5 }

npsKeepAl i velLi feTi me OBJECT- TYPE

SYNTAX I nt eger32 (3..1000)
MAX- ACCESS read-create
STATUS current

DESCRI PTI ON

"MPS-p2 Keep-Alive Lifetine
The length of tine an MPC may consi der a Keep-Alive
valid in seconds. This value nust be at | east
three tines the npsKeepAliveTinme (MPS-pl)."

DEFVAL { 35}

.= { npsConfigEntry 6 }

nmpsinitial RetryTi ne OBJECT- TYPE

SYNTAX I nteger32 (1..300)
MAX- ACCESS read-create
STATUS current

DESCRI PTI ON

"MPS-p4 is initial value in seconds for the
MPOA retry mechani sm”

DEFVAL { 5 }

.= { npsConfigEntry 7 }

nmpsRet ryTi meMaxi mum OBJECT- TYPE
SYNTAX I nt eger 32 (10..300)
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MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"MPS- p5 cumul ative max val ue in seconds
for Retry Tine (MPS-p4)."
REFERENCE
"Mul tiprotocol Over ATM  AF- MPOA- 0087. 000.
Section 4.3 MPOA Retry Mechani sni
DEFVAL { 40 }
.= { npsConfigEntry 8 }

npsG veupTi ne OBJECT- TYPE

SYNTAX I nt eger32 (5..300)
MAX- ACCESS read-create
STATUS current

DESCRI PTI ON

"MPS-p6 G ve Up Tine.

Mnimumtine in seconds to wait before giving up on a

pendi ng resol ution request."
DEFVAL { 40 }
.= { npsConfigEntry 9 }

npsDef aul t Hol di ngTi ne OBJECT- TYPE

SYNTAX I nteger32 (1..120)
MAX- ACCESS read-create
STATUS current

DESCRI PTI ON

"MPS-p7 Default Holding Tine in ninutes.
The default Holding Tine used in NHRP
Resolution Replies. An egress MPS nmay use
| ocal information to determ ne a nore
appropriate Holding Tine."

DEFVAL { 20 }

c:= { npsConfigEntry 10 }

-- MPOA Server Actual group

npsAct ual Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpsActual Entry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A read-only table containing identification,
and operational information about the MPOA
Servers this agent manages."”

o= { npsCbjects 3}

npsAct ual Ent ry OBJECT- TYPE
SYNTAX MosAct ual Entry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"An entry in the MPS Actual Table.
An entry represents a specific MPOA Server’s
status and operation infornmation.”

AUGMENTS { npsConfigEntry }

::= { npsActual Table 1 }

MpsActual Entry :: = SEQUENCE {
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npsAct ual St ate | NTEGER,
nmpsDi scontinuityTime Ti meSt anp,
npsAct ual Confi ghbde | NTEGER,

-- Actual values of paraneters

npsAct ual KeepAl i ve I nteger32, -- MPS-pl
nmpsAct ual KeepAl i velLi feTi e I nteger32, -- MPS-p2
-- The Internetwork-|ayer Protocols for MPS-p3 are
-- represented in the npsProtocol Tabl e.

nmpsActual Initial RetryTi me I nteger32, -- MPS-p4
npsAct ual Ret ryTi meMaxi mum I nt eger32, -- MPS-p5
npsAct ual G veupTi ne I nteger32, -- MPS-p6
npsAct ual Def aul t Hol di ngTi ne Integer32 -- MPS-p7
}
npsAct ual St ate OBJECT- TYPE
SYNTAX | NTEGER {
unknown( 1),
initial State(2),
up(3),
down( 4)

}
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"This object indicates the current operationa
status of the MPOA Server."
c:={ npsActual Entry 1 }

npsDi scontinuityTi me OBJECT- TYPE
SYNTAX Ti meSt anp

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The val ue of sysUpTinme on the nost recent occasion at
whi ch any one or nore of this MPS s counters
experienced a discontinuity. The relevant counters
are the specific instances associated with this
MPS. If discontinuities have not occurred since the
last re-initialization of the |ocal nanagenent subsystem
then this object contains a zero value.”

c:= { npsActual Entry 2 }

npsAct ual Confi gvbde OBJECT- TYPE
SYNTAX | NTEGER {
automatic(l),
manual ( 2)

}
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"I ndi cates whether this MPS auto-configured
when it was last (re-)initialized."
c:={ npsActual Entry 3 }

npsAct ual KeepAl i ve OBJECT- TYPE
SYNTAX I nt eger 32
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MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The maxi mum amount of time in seconds this MPS waits
bet ween sendi ng MPOA Keep-Alives."
::={ npsActual Entry 5 }

npsAct ual KeepAl i velLi feTi me OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The length of time in seconds this MPS
considers a Keep-Alive valid."

c:= { npsActual Entry 6 }

npsActual I nitial RetryTi me OBJECT- TYPE

SYNTAX I nteger32 (1..300)

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The actual initial value in seconds for the MPOA
retry mechanism?"”

DEFVAL { 5 }

c:= { npsActual Entry 7 }

npsAct ual Ret ryTi meMaxi mum OBJECT- TYPE

SYNTAX I nt eger 32 (30..300)

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The actual cumul ative nax val ue in seconds
for Retry Tine."

REFERENCE
"Mul tiprotocol Over ATM  AF- MPQA- 0087. 000
Section 4.3 MPOA Retry Mechani sni

DEFVAL { 40 }

::= { npsActual Entry 8 }

npsAct ual G veupTi ne OBJECT- TYPE
SYNTAX I nt eger32 (5..300)
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"Mnimumtime in seconds that this MPS waits

before giving up on a pending resolution request."”
DEFVAL { 40 }

c:= { npsActual Entry 9 }

npsAct ual Def aul t Hol di ngTi me OBJECT- TYPE

SYNTAX I nteger32 (1..120)

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The actual Holding Tine in mnutes used in
NHRP Resol uti on Replies.”

::= { npsActual Entry 10 }

-- MPQOA Server statistics group
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npsStati sticsTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF MpsStatisticseEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This table represents the statistical

MPOA Version 1.1

informati on

for the MPSs, which this agent manages."

o= { npsCbjects 4}

npsStati sticseEntry OBJECT- TYPE

SYNTAX MosSt ati sticsEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"Each rowin this table contains statistics

for one MPQOA server."
AUGMENTS { npsConfigEntry }
.= { npsStatisticsTable 1}

MpsStatisticsEntry ::= SEQUENCE {

}

nps St at RxMpoaResol veRequest s

nps St at TxMpoaResol veRepl yAcks

nps St at TxMpoaResol veRepl yl nsuf ECResour ces
nps St at TxMpoaResol veRepl yl nsuf SCResour ces

Count er 32,
Count er 32,
Count er 32,
Count er 32,

nps St at TxMpoaResol veRepl yl nsuf Ei t her Resour ces Count er 32,

nps St at TxMpoaResol veRepl yUnsupport edl net Pr ot

Count er 32,

nps St at TxMpoaResol veRepl yUnsupport edMacEncaps Count er 32,

nps St at TxMpoaResol veRepl yUnspeci fi edQt her
nps St at TxMpoaResol veRepl yOt her
npsSt at G veupTi neExpi r eds

npsSt at TxMpoal npRequest s

nps St at RxMpoal mpRepl yAcks

nps St at RxMpoal npRepl yl nsuf ECResour ces
nps St at RxMpoal mpRepl yl nsuf SCResour ces
nps St at RxMpoal nmpRepl yl nsuf Ei t her Resour ces
nps St at Rxpoal npRepl yUnsupport edl net Pr ot
nps St at RxMpoal mpRepl yUnsupport edMacEncaps
nps St at RxMpoal mpRepl yUnspeci fi edQ her
nps St at RxMpoal mpRepl yQt her

nps St at RxMpoaEgr essCachePur geRequest s
nps St at TxMpoaEgr essCachePur geRepl i es
npsSt at TxMpoaTri ggers

nps St at TxNhr pResol veRequest s

nps St at RxNhr pResol veRepl i es

nps St at RXNhr pResol veRequest s

nps St at TxNhr pResol veRepl i es

nps St at RxMpoaResol veRequest s OBJECT- TYPE
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SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

Count er 32,
Count er 32,
Count er 32,

Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,

Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32,
Count er 32

"The nunber of MPOA Resol ve Requests received
by this MPS which are translated to NHRP

resol ve requests.

Di scontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
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.= { npsStatisticsEntry 1}

nps St at TxMpoaResol veRepl yAcks OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolve Replies transmitted by this

MPS whi ch contain the MPOA Cl E Code of 0x00, ‘Success’.

Di scontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPQA- 0087. 000. Page 62."
o= { npsStatisticsEntry 2 }

nps St at TxMpoaResol veRepl yl nsuf ECResour ces OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolve Replies transmtted by this MPS

whi ch contain the MPOA Cl E Code of 0x81, ‘Insufficient

resources to accept egress cache entry’.

Di scontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPQA- 0087. 000. Page 62."
.= { npsStatisticsEntry 3 }

nps St at TxMpoaResol veRepl yl nsuf SCResour ces OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolve Replies transmitted by this MPS

whi ch contain the MPOA Cl E Code of 0x82,

“Insufficient resources to accept shortcut’.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPQA- 0087. 000. Page 62."
.= { npsStatisticsEntry 4 }

nps St at TxMpoaResol veRepl yl nsuf Ei t her Resour ces OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolve Replies transmtted by this MPS
whi ch contain the MPOA Cl E CODE of 0x83, ‘Insufficient
resources to accept either shortcut or egress cache entry’.
Di scontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,
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as indicated by the value of npsDi scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPQA- 0087. 000. Page 62."
.= { npsStatisticsEntry 5}

nps St at TxMpoaResol veRepl yUnsupport edl net Prot OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolve Replies transmitted by this MPS
whi ch contain the MPOA Cl E CODE of 0x84, ‘Unsupported
I nt er net wor k

Layer protocol’.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsD scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPQA- 0087. 000. Page 62."
.= { npsStatisticsEntry 6 }

nps St at TxMpoaResol veRepl yUnsupport edMacEncaps OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolve Replies transmitted by this MPS
whi ch contain the MPOA Cl E CODE of 0x85, ‘Unsupported MAC
| ayer encapsul ation’.
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,
as indicated by the value of npsDi scontinuityTine."
REFERENCE
"Mul tiprotocol Over ATM  AF- MPQA- 0087. 000. Page 62."
o= { npsStatisticsEntry 7 }

nps St at TxMpoaResol veRepl yUnspeci fi edQt her OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolve Replies transmitted by this MPS
whi ch contain the MPOA Cl E CODE of 0x88, ‘Unspecified/ O her’.
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,
as indicated by the value of npsDi scontinuityTine."

REFERENCE
"Mul tiprotocol Over ATM  AF- MPQA- 0087. 000. Page 62."

.= { npsStatisticsEntry 8 }

nps St at TxMpoaResol veRepl yO her OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Resolve Replies transmitted by this
MPS whi ch are not counted above. NOTE: this would
i nclude NHRP errors.

Di scontinuities in the value of this counter can occur
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at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM  AF- MPQA- 0087. 000. Page 62."
.= { npsStatisticsEntry 9 }

npsSt at G veupTi neExpi reds OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of times the MPS G ve up Tinme (MPS-p6)

has expired while waiting for a reply froma

re-originated MPOA resolution request, i.e. a

reply for a translated NHRP resol uti on request.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
.= { npsStatisticsEntry 10 }

npsSt at TxMpoal npRequest s OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Cache Inposition Requests

transmtted by this MPS.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
o= { npsStatisticsEntry 11 }

nps St at RxMpoal npRepl yAcks OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of successful MPOA Cache | nposition Replies
received by this MPS which contain an MPOA Cl E Code of 0x00
‘Success’ .
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,
as indicated by the value of npsDi scontinuityTine."

o= { npsStatisticsEntry 12 }

nps St at RxVpoal nmpRepl yl nsuf ECResour ces OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPQOA Cache Inposition Replies received by
this MPS which contain the MPOA Cl E Code of 0x81
‘“Insufficient resources to accept egress cache entry’.
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
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REFERENCE

"Mul tiprotocol Over ATM AF- MPOA-0087.000. Page 62."
o= { npsStatisticsEntry 13 }

nps St at Rxpoal nmpRepl yl nsuf SCResour ces OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPQOA Cache Inposition Replies received by
this MPS which contain the MPOA Cl E Code of 0x82,
“Insufficient resources to accept shortcut’.
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,
as indicated by the value of npsDi scontinuityTine."
REFERENCE
"Mul tiprotocol Over ATM AF- MPOA-0087.000. Page 62."
.= { npsStatisticsEntry 14 }

nps St at Rxpoal nmpRepl yl nsuf Ei t her Resour ces OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Cache Inposition Replies received by

this MPS which contain the MPOA Cl E Code of 0x83,

“Insufficient resources to accept either shortcut or

egress cache entry’.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM AF- MPOA-0087.000. Page 62."
o= { npsStatisticsEntry 15 }

nps St at RxMpoal npRepl yUnsupport edl net Prot OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPQOA Cache Inposition Replies received by
this MPS which contain the MPOA Cl E Code of 0x84,
“Unsupported I nternetwork Layer protocol’.
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,
as indicated by the value of npsDi scontinuityTine."
REFERENCE
"Mul tiprotocol Over ATM AF- MPOA-0087.000. Page 62."
o= { npsStatisticsEntry 16 }

nps St at RxVpoal npRepl yUnsupport edMacEncaps OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPQOA Cache Inposition Replies received by
this MPS which contain the MPOA Cl E Code of 0x85,
“Unsupported MAC | ayer encapsul ati on’

Di scontinuities in the value of this counter can occur
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at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
REFERENCE

"Mul tiprotocol Over ATM AF- MPOA-0087.000. Page 62."
o= { npsStatisticsEntry 17 }

nps St at RxMpoal mpRepl yUnspeci fi edQt her OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPQOA Cache Inposition Replies received by
this MPS which contain the MPOA Cl E Code of 0x88,
“Unspeci fied/ O her’
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,
as indicated by the value of npsDi scontinuityTine."
REFERENCE
"Mul tiprotocol Over ATM AF- MPOA-0087.000. Page 62."
.= { npsStatisticsEntry 18 }

nps St at RxVpoal npRepl yO her OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPQOA Cache Inposition Replies received by
this MPS which are not counted previously. NOTE
this would include NHRP errors.
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,
as indicated by the value of npsDi scontinuityTine."
REFERENCE
"Mul tiprotocol Over ATM AF- MPOA-0087.000. Page 62."
o= { npsStatisticsEntry 19 }

nps St at RxpoaEgr essCachePur geRequest s OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Egress Cache Purges Requests

received by this MPS.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
.= { npsStatisticsEntry 20 }

nps St at TxMpoaEgr essCachePur geRepl i es OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPOA Egress Cache Purge Replies
transmtted by this MPS.

Di scontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,
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as indicated by the value of npsDi scontinuityTine."
o= { npsStatisticsEntry 21 }

npsSt at TxMpoaTri ggers OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The nunber of MPQOA Trigger nessages transnmitted by this MPS.
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,
as indicated by the value of npsDi scontinuityTine."
REFERENCE
"Mul tiprotocol Over ATM  AF- MPOA- 0087. 000.
Section 4.7.2.1 MPOA Trigger"
o= { npsStatisticsEntry 22 }

nps St at TxNhr pResol veRequest s OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Total count of MPOA Resol ution Requests received

by the Ingress MPS which were translated to NHRP

Resol ution Requests and transnmitted to the NHS.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
o= { npsStatisticsEntry 23 }

nps St at RXNhr pResol veRepl i es OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Total count of NHRP Resol ution Replies received

by the Ingress.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
o= { npsStatisticsEntry 24 }

nps St at RXNhr pResol veRequest s OBJECT- TYPE
SYNTAX Count er 32

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Total count of NHRP Resol uti on Requests received by

the Egress MPS fromthe NHS.

Discontinuities in the value of this counter can occur

at re-initialization of the nanagenent system and/or

re-initialization of the MPS, and at other tines,

as indicated by the value of npsDi scontinuityTine."
o= { npsStatisticsEntry 25 }

nps St at TxNhr pResol veRepl i es OBJECT- TYPE
SYNTAX Count er 32
MAX- ACCESS read-only
STATUS current
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DESCRI PTI ON
"Total count of NHRP Resolution Replies transnmtted
by the Egress MPS to the NHS
Discontinuities in the value of this counter can occur
at re-initialization of the nanagenent system and/or
re-initialization of the MPS, and at other tines,
as indicated by the value of npsDi scontinuityTine."
o= { npsStatisticsEntry 26 }

--  MPQA Server Protocol support group

npsPr ot ocol Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpsProtocol Entry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"List of protocols, per MPS, for which
MPQA resolution is enabled."
REFERENCE
"Mul tiprotocol Over ATM Version 1.0 (Letter Ballot),
Section 4.1.1.1 MPS Paraneters”
o= { npsCbjects 5}

npsPr ot ocol Entry OBJECT- TYPE
SYNTAX MosPr ot ocol Entry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"Each row i ndi cates one protocol for which an MPS
wi Il perform MPOA resol ution.
If the LECS was contacted for configuration
i nformation, and the MPS-p3’s control octet is set to Enable,
0x01, then protocol values retrieved fromthe LECS are reflected
in this table and the npsLECSVal ue object will be (1) true
Al so, the user or agent can create rows which
appropriately correspond to the MPS denoted by npslndex,
and the npsLECSVal ue object will be set to (2) false.
NOTE: if the LECS does not return information for
the MPS-p3 paraneter, or if in manual node, the user or agent
shoul d create at | east one entry for the correspondi ng MPS.
Bot h, LECS and user and/or agent created rows may exist in
this Table.”
I NDEX { nmpsl ndex,
npsl nt er net wor kLayer Pr ot oco

}
::= {npsProtocol Table 1 }

MosProt ocol Entry ::= SEQUENCE {
nmpsl nt er net wor kLayer Prot ocol | nt ernet wor kAddr Type, -- MPS-p3
nmpsLECSVal ue Tr ut hval ue,
npsPr ot ocol RowsSt at us RowSt at us

}

npsl nt er net wor kLayer Pr ot ocol OBJECT- TYPE

SYNTAX | nt er net wor KAddr Type
MAX- ACCESS not - accessi bl e
STATUS current
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DESCRI PTI ON
"MPS-p3 A protocol on which to perform MPOA resol ution.”
.= { npsProtocol Entry 1 }

npsLECSVal ue OBJECT- TYPE
SYNTAX Tr ut hval ue

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"This object reflects if the current entry is due to
a retrieval fromthe LECS or not. |If this entry is

due to the LECS, then true(l) is the value for this object,
otherwi se, false (2)."
.= { npsProtocol Entry 2 }

npsPr ot ocol RowsSt at us OBJECT- TYPE
SYNTAX RowsSt at us

MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"This object all ows network nanagers to enabl e
resolution for the ‘npslnternetworkLayerProtocol’."
.= { npsProtocol Entry 3 }

-- MPOA Server LEC Mapping group

npsMappi ngTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpsMappi ngEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A table mapping the ‘Il eclndex’ val ues of
LANE Clients to the ‘npslndex’ val ues of
correspondi ng MPOA Servers."

o= { npsCbjects 6 }

nmpsMappi ngentry OBJECT- TYPE
SYNTAX MosMappi ngEnt ry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"Each row defines one | ecl ndex --> npslndex mappi ng.
The npslndex that a | eclndex maps to is not
necessarily unique. In other words, there can be
mul ti ple LECs associated with one MPS."

REFERENCE
"LAN Emul ati on Cient Managenent Specification.
af -1 ane- 0044-000. "

I NDEX { | eclndex }

c:= { npsMappingTable 1 }

MpsMappi ngEntry :: = SEQUENCE ({
nmpsMappi ngRowSt at us RowsSt at us,
nmpsMappi ngl ndex Mos| ndex

nmpsMappi ngRowSt at us OBJECT- TYPE
SYNTAX RowsSt at us

MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
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"All ows creation, enabling/disabling of this row"
c:= { npsMappi ngEntry 1 }

npsMappi ngl ndex OBJECT- TYPE
SYNTAX Mos| ndex

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The npsMappi ngl ndex of the MPOA Server that is associated with
this LEC. The npsMappi ngl ndex corresponds to the npslndex. "
c:= { npsMappi ngEntry 2 }

-- MPOA Server MPC Information G oup

nmpsMpcTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpsMpcEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This read-only table contains information about the
MPCs that these MPSs know about.™
o= { npsCbjects 9 }

npsMpcEntry OBJECT- TYPE
SYNTAX MosMocEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"Arow created by an MPS. The MPS | earns about the MPC and
creates a row. "
I NDEX { nmpsl ndex,

npshMpcl ndex
}
.= { npshpcTable 1 }

MpsMpcEntry :: = SEQUENCE {
nmpsMpcl ndex Mocl ndex,
mpshpcCt r | At mAddr At mAddr

nmpsMpcl ndex OBJECT- TYPE
SYNTAX Mocl ndex

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"The local index for the npc represented by this entry"
.= { npsMpcEntry 1 }

mpshpcCt r | At mAddr OBJECT- TYPE
SYNTAX At mAddr

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"MPC control ATM address "
.= { npsMpcEntry 2 }

-- MPOA Server |Ingress Cache (Address Resol ution) group
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npsl ngressCacheTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Mpsl ngressCacheEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"This table tracks all the Ingress Cache information
of the MPSs which this agents nanages."

o= { npsCbjects 7 }

npsl ngressCacheEnt ry OBJECT- TYPE
SYNTAX Mosl ngressCacheEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A entry contains paraneters and state vari abl es
for arowin a MPS s |Ingress Cache.”
I NDEX { nmpsl ngr essCacheDest | nt er net wor kAddr Type,
npsl ngr essCacheDest Addr
nmps| ndex,

npshMpcl ndex
}
.. = { npslngressCacheTable 1 }

Mosl ngressCacheEntry :: = SEQUENCE {
nmpsl ngr essCacheDest | nt er net wor KAddr Type | nt er net wor KAddr Type

nmpsl ngr essCacheDest Addr
npsl ngressCachePrefi xLen
nmpsl ngressCacheEntrySt at e

nmpsl ngr essCacheSr cl nt er net wor kAddr Type

nmpsl ngr essCacheSr cAddr

| nt er net wor kAddr ,

I nt eger 32,

| NTEGER,

I nt er net wor KAddr Type,
| nt er net wor kAddr ,

nmpsl ngr essCacheSour ceMpcCt r | At mAddr At mAddr
npsl ngr essCacheResol vedAt mAddr At mAddr
npsl ngr essCacheHol dTi ne Ti nel nt erval
nmpsl ngr essCacheMoaRequest I d I nt eger 32,
nmpsl ngr essCacheNnhr pRequest I d I nt eger 32,
nmpsl ngr essCacheSer vi ceCat egory | NTEGER

}

nmpsl ngr essCacheDest | nt er net wor kAddr Type OBJECT- TYPE
SYNTAX I nt er net wor kAddr Type
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The type of internetwork | ayer address of the
Desti nati on Address."
::= { npslingressCacheEntry 1 }

nmpsl ngr essCacheDest Addr OBJECT- TYPE
SYNTAX I nt er net wor kAddr
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The Ingress MPS Destination Internetwork Layer Address.”
::= { npslngressCacheEntry 2 }

nmpsl ngressCachePrefi xLen OBJECT- TYPE
SYNTAX I nt eger 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The Prefix Length of the npslngressCacheDest Addr. "
.. = { npslngressCacheEntry 3 }
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npsl ngressCacheEnt rySt at e OBJECT- TYPE
SYNTAX | NTEGER { doesNot Exi st (1),
i nactive(2),
active(3),
negative(4)

}
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The state of this MPS I ngress cache.
The states are:
doesNot Exi st (1) -- the state is not yet available
inactive (2) -- state exists, entry is not yet active
For exanple,if using the Finite
State Machine in Appendix I. 3,
the state resolving is ‘inactive’
active (3) -- state exists, entry is active.
For exanple,if using the Finite
State Machine in Appendix I.3,
the state resol ved
is ‘active’ state.
negative (4) -- state exists, entry is negative.
For exanple,if using the Finite
State Machine in Appendix I.3,
the state purging is ‘negative ."
REFERENCE
"Mul tiprotocol Over ATM Letter Ballot, Appendix I.3."
.. = { npslngressCacheEntry 4 }

npsl ngressCacheSr cl nt er net wor kAddr Type OBJECT- TYPE

SYNTAX I nt er net wor kAddr Type

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The type of internetwork | ayer address of the
Source Address.™

::= { npslngressCacheEntry 5 }

npsl ngr essCacheSr cAddr OBJECT- TYPE
SYNTAX I nt er net wor kAddr
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The I ngress MPS Source Internetwork Layer Address.”
::= { npslngressCacheEntry 6 }

nmpsl ngr essCacheSour ceMpcCt r | At mAdddr OBJECT- TYPE
SYNTAX At mAddr

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The ATM Address fromthe source of this MPOA request.
In other words, the Ingress MPC s Control Atm Address.”
::= { npslngressCacheEntry 7 }

nmpsl ngr essCacheResol vedAt mAddr OBJECT- TYPE
SYNTAX At mAddr

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The ATM Address whi ch has been resolved by an Egress MPC."
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.. = { npslngressCacheEntry 8 }

nmpsl ngr essCacheHol dTi ne OBJECT- TYPE
SYNTAX Ti mel nterva

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Time interval that this value is valid."
.. = { npslngressCacheEntry 9 }

nmpsl ngr essCacheMpoaRequest | d OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The request 1D contained in the MPOA resol uti on request
fromthe | ocal Ingress MPC "

;.= { npslngressCacheEntry 10 }

nmpsl ngr essCacheNnhr pRequest | d OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The request ID which this MPS generates to identify the
NHRP resol uti on request."”

;.= { npslngressCacheEntry 11 }

nmpsl ngr essCacheSer vi ceCat egory OBJECT- TYPE
SYNTAX | NTEGER (0. .65535)
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The service categories supported for this shortcut.™
REFERENCE
"Lane V2 LUNI TLVs"
::= { npslngressCacheEntry 12 }

-- MPQA Server Egress Cache (Inpositions) group

npsEgr essCacheTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF MpsEgressCacheEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"This table contains information regarding the
Egress MPOA Server Cache Table."
o= { npsCbjects 8 }

npsEgr essCacheEntry OBJECT- TYPE
SYNTAX MosEgr essCacheEntry

MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"An entry represents an entry in the MPS s Egress
cache Tabl e which keeps track of the state of the
i npositions.”
I NDEX { npsEgr essCachel d,
nmps| ndex,

nmpshMpcl ndex
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}
.::{

MpsEgressCacheEntry :: =
npsEgr essCachel d
nmpsEgr essCacheDest | nt er net wor kAddr Type
nmpsEgr essCacheDest Addr
npsEgr essCachePref i xLen
nmpsEgr essCacheHol dTi e
npsEgr essCacheEntrySt at e
npsEgr essCacheDat aLi nkHeader
npsEgr essCacheEl anl d
nmpsEgr essCacheSour ceC i ent At mAddr
npsEgr essCacheNhr pRequest | d
npsEgr essCacheMpoaRequest | d
npsEgr essCacheSer vi ceCat egory

npsEgressCacheTable 1 }
SEQUENCE {

AF-MPOA-0114.000

| NTEGER,

I nt er net wor KAddr Type,
I nt er net wor kAddr ,
| NTECGER,

Ti mel nt erval

| NTEGER,

OCTET STRI NG

| nt eger 32,

At mAddr ,

| nt eger 32,

I nt eger 32,

| NTEGER,

nmpsEgr essCacheNext Hopl nt er net wor KAddr Type

npsEgr essCacheNext HopAddr
}

npsEgr essCachel d OBJECT- TYPE
SYNTAX | NTEGER (1..2147483647)
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

I nt er net wor KAddr Type,
I nt er net wor KAddr

"The id which identifies this cache entry.™

.. = { npsEgressCacheEntry 1 }

npsEgr essCacheDest | nt er net wor kAddr Type OBJECT- TYPE

SYNTAX I nt er net wor kAddr Type
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The destination protocol

.. = { npsEgressCacheEntry 2 }

addr ess

npsEgr essCacheDest Addr OBJECT- TYPE
SYNTAX I nt er net wor kKAddr
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The destination protocol

npsEgressCacheEntry 3 }
npsEgr essCachePrefi xLen OBJECT- TYPE

SYNTAX | NTEGER (0. . 255)
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The destination prefix length."
.. = { npsEgressCacheEntry 4 }

npsEgr essCacheHol dTi me OBJECT- TYPE
SYNTAX Ti mel nterva
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"Time interva
.. = { npsEgressCacheEntry 5 }
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npsEgr essCacheEntrySt at e OBJECT- TYPE

SYNTAX | NTEGER  { doesNot Exi st (1),
i nactive(2),
active(3),
negative(4)

}

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The present states of this MPS egress cache entry.
The states are:
doesNot Exi st (1) -- the state is not yet available
inactive (2) -- state exists, entry is not yet active
For exanple,if using the Finite
State Machine in Appendix 1.4,
the state inposing is ‘inactive’
active (3) -- state exists, entry is active.
For exanple,if using the Finite
State Machine in Appendi x 1.4,
the state inposed
is ‘active’ state.
negative (4) -- state exists, entry is negative.
For exanple,if using the Finite
State Machine in Appendix 1.4,
the states purging and clearing
are ‘negative’."
REFERENCE
"Mul tiprotocol Over ATM  AF- MPQA- 0087. 000
Appendi x |.4 Egress MPS Control State Machine.”
.. = { npsEgressCacheEntry 6 }

nmpsEgr essCacheDat aLi nkHeader OBJECT- TYPE
SYNTAX OCTET STRING (SIZE (0..255))

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"Dat a- Li nk Layer Header."
.. = { npskEgressCacheEntry 7 }

npsEgr essCacheEl anl d OBJECT- TYPE
SYNTAX I nt eger 32
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The elan id that this Cache Inposition is sent on."
.. = { npsEgressCacheEntry 8 }

nmpsEgr essCacheSour ceC i ent At mMAddr OBJECT- TYPE
SYNTAX At mAddr

MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The I ngress NHC s Atm Address used in the
original cache inposition.™

REFERENCE
"Mul tiprotocol Over ATM  AF- MPQA- 0087. 000
Page 45."

.. = { npsEgressCacheEntry 9 }

nmpsEgr essCacheNhr pRequest 1 d OBJECT- TYPE
SYNTAX I nt eger 32
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MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The request id fromthe original NHRP Resol uti on Request,
may be only useful in the Resolving State.”
.. = { npsEgressCacheEntry 10 }

npsEgr essCacheMpoaRequest | d OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The new request id which is generated for this inposition's
request, nmay be only useful in the Resolving State."

.. = { npsEgressCacheEntry 11 }

npsEgr essCacheSer vi ceCat egory OBJECT- TYPE
SYNTAX | NTEGER (0. .65535)
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The service categories supported for this shortcut.™
REFERENCE
"Lane V2 LUNI TLVs"
.. = { npsEgressCacheEntry 12 }

npsEgr essCacheNext Hopl nt er net wor KAddr Type OBJECT- TYPE
SYNTAX I nt er net wor kAddr Type
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The NextHop protocol address type."
.. = { npsEgressCacheEntry 13 }

npsEgr essCacheNext HopAddr OBJECT- TYPE
SYNTAX I nt er net wor KAddr
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The NextHop protocol address.™
.. = { npsEgressCacheEntry 14 }

-- Conformance | nfornmation

nmpoaM BConf or nance OBJECT IDENTIFIER ::= { npoaMB 2 }

npoaM BG oups
OBJECT I DENTI FI ER ::= { npoaM BConf or mance 1}

nmpoaM BConpl i ances
OBJECT I DENTI FI ER ::= { npoaM BConf or mance 2}

-- Conpliance Statenents

nmpoaMocM bBasi cConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
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MODULE - -

"The basic inplenentation requirenments for SNWP entities
whi ch support MPOA Clients."

thi s nodul e

MANDATORY- GROUPS { mpcConfi gG oup,
npcAct ual G oup,

npcDat aAt mAddr essGr oup,
npcSt ati sti csG oup,
npcPr ot ocol G oup,
nmpcMosG oup,
npcMpsMacAddr essGr oup,
npcl ngr essCacheG oup,
npcEgr essCacheG oup,
npchMpsMul ti pl eMacAddr essG oup

MPOA Version 1.1

}

OBJECT npcRowsSt at us
M N- ACCESS read-only
DESCRI PTI ON

"Wite access i s not

OBJECT
M N- ACCESS
DESCRI PTI ON

read-only

"Wite access is not

OBJECT
M N- ACCESS
DESCRI PTI ON

"Wite access i s not

read-only

MPC Mappi ng Group Conpliance

GROUP npcMappi ngG oup

DESCRI PTI ON
"This group is nmandatory
rel ati onshi p between the
Optionally, a one-to-one
and a LANE Client can be

npcPr ot ocol RowsSt at us

required.”

npcDat aAt mAddr essRowSt at us

required.”

required.”

only when there is NOT a one-to-one
MPOA Cient and the LANE Cient.

rel ati onship between an MPOA dient
enforced. To enforce this

one-to-one relationship the | eclndex for the LANE Cient

and the npclndex for the
val ue.

MPOA Cl i ent nust have the sane

If this one-to-one mapping is enforced,
of the npcMappi ngTabl e i s unnecessary.

then the inplenentation
(Since the | eclndex and

the npcl ndex contain the sane val ue,

there is no need to provide

a mappi ng of npclndex value to | eclndex val ue.)
The rel ati onship between MPC and LEC i s maintai ned by
ensuring that the npclndex is the sane as the |eclndex

that is associated with it."

OBJECT
M N- ACCESS
DESCRI PTI ON

"Wite access i s not

nmpcMappi ngRowsSt at us
read-only

required.”

OBJECT
M N- ACCESS
DESCRI PTI ON

"Wite access i s not

nmpcMappi ngl ndex
read-only

required.”
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.. = { npoaM BConpl i ances 1 }

nmpoaMocM bAdvancedConpl i ance MODULE- COVPLI ANCE

AF-MPOA-0114.000

STATUS current
DESCRI PTI ON

"The advanced inplementation requirenments for SNMP entities

whi ch support
thi s nodul e
MANDATORY- GROUPS

MODULE - -

OBJECT

M N- ACCESS

DESCRI PTI ON
"Wite

OBJECT

M N- ACCESS

DESCRI PTI ON
"Wite

OBJECT

M N- ACCESS

DESCRI PTI ON
"Wite

GROUP
DESCRI PTI ON
"This group

MPOA Clients."

{
npoaDevi ceTypeG oup,

npoaDevi ceTypeMpsMacG oup,
npcConfi gG oup,

npcAct ual G oup,

npcDat aAt mAddr essGr oup,

npcSt ati sti csG oup,

npcPr ot ocol G oup,

nmpcMusG oup,

npcMpsMacAddr essGr oup,

nmpcl ngr essCacheTot al Packet G oup,
npcl ngr essCacheG oup,

npcEgr essCacheTot al Packet Group,
npcEgr essCacheG oup,

npchMpsMul ti pl eMacAddr essG oup

}

npcRowSt at us

read-only

access is not required.”

npcDat aAt mAddr essRowsSt at us

read-only

access is not required.”

npcPr ot ocol RowSt at us

read-only

access is not required.”

MPC Mappi ng Group Conpliance

nmpcMappi ngGr oup

is mandatory only when there is NOT a one-to-one

rel ati onship between the MPOA Cient and the LANE Cient.

Optionally,

and a LANE Cient can be enforced.

one-to-one r
and the npcl
val ue.

If this one-

of the npcMappi ngTabl e i s unnecessary.
the npcl ndex contain the sane val ue,

a mappi ng of

a one-to-one relationship between an MPOA C i ent
To enforce this

el ationship the leclndex for the LANE C i ent
ndex for the MPOA Cient nust have the sane
to-one mapping is enforced, then the inplenentation
(Since the | eclndex and
there is no need to provide
nmpcl ndex val ue to | eclndex val ue.)

The rel ati onship between MPC and LEC i s maintai ned by
ensuring that the npclndex is the sanme as the | eclndex

t hat
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OBJECT npcMappi ngRowsSt at us

M N- ACCESS read-only

DESCRI PTI ON "Wite access is not required.”
OBJECT npcMappi ngl ndex

M N- ACCESS read-only

DESCRI PTI ON

"Wite access is not required.”
.. = { npoaM BConpl i ances 2 }

npoaMocM bAdvancedPl usCct et sConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"The AdvancedPl usCctets inplenmentation requirenments for SNWVP
entities
whi ch support MPOA Cients. This includes supporting
the 64 bit octet counters.”
MODULE -- this nodul e
MANDATORY- GROUPS {
npoaDevi ceTypeG oup,
npoaDevi ceTypeMpsMacG oup,
npcConfi gG oup,
npcAct ual G oup,
npcDat aAt mAddr essGr oup,
npcSt ati sti csG oup,
npcPr ot ocol G oup,
nmpcMosG oup,
npcMpsMacAddr essGr oup,
nmpcl ngr essCacheTot al Packet G oup,
npcl ngr essCacheTot al Cct et Gr oup,
npcl ngr essCacheG oup,
npcEgr essCacheTot al Packet Gr oup,
npcEgr essCacheTot al Cct et G oup,
npcEgr essCacheG oup,
npchpsMul ti pl eMacAddr essG oup

}
OBJECT npcRowsSt at us
M N- ACCESS read-only

DESCRI PTI ON
"Wite access is not required.”

OBJECT npcDat aAt mAddr essRowsSt at us
M N- ACCESS read-only
DESCRI PTI ON

"Wite access is not required.”

OBJECT npcPr ot ocol RowSt at us
M N- ACCESS read-only
DESCRI PTI ON
"Wite access is not required.”

-- MPC Mappi ng Group Conpliance

GROUP npcMappi ngGr oup

DESCRI PTI ON
"This group is mandatory only when there is NOT a one-to-one
rel ati onship between the MPOA Cient and the LANE Client.
Optionally, a one-to-one relationship between an MPOA dient
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and a LANE Client can be enforced. To enforce this
one-to-one relationship the | eclndex for the LANE dient
and the nmpclndex for the MPOA Client nust have the sane

val ue.

If this one-to-one mapping is enforced, then the

i npl enent ati on

of the npcMappi ngTabl e i s unnecessary. (Since the |eclndex

and
the npclndex contain the sane value, there is no need to
provi de

a mappi ng of npclndex value to |eclndex val ue.)

The rel ati onship between MPC and LEC i s mai ntai ned by
ensuring that the npclndex is the sane as the | eclndex
that is associated with it."

OBJECT npcMappi ngRowsSt at us
M N- ACCESS read-only
DESCRI PTI ON
"Wite access is not required.”

OBJECT npcMappi ngl ndex
M N- ACCESS read-only
DESCRI PTI ON
"Wite access is not required.”

.. = { npoaM BConpl i ances 3 }

nmpoaMosM bBasi cConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"The inmplementation requirements for SNWP entities
whi ch support MPOA Servers.™
MODULE -- this nodul e
MANDATORY- GROUPS {
npsConfi gG oup,
npsAct ual G oup,
npsStati sti csG oup,
npsPr ot ocol G oup,
npsl ngr essCacheG oup,

npsEgr essCacheG oup
}
OBJECT npsRowSt at us
M N- ACCESS read-only

DESCRI PTI ON
"Wite access is not required.”

OBJECT npsPr ot ocol RowsSt at us
M N- ACCESS read-only
DESCRI PTI ON
"Wite access is not required.”

-- MPS Mappi ng Group Conpliance

GROUP nmpsMappi ngG oup

DESCRI PTI ON
"This group is mandatory only when there is NOT a one-to-one
rel ati onshi p between the MPOA Server and the LANE Cient.
Optionally, a one-to-one relationship between an MPOA Server
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and a LANE Client can be enforced. To enforce this
one-to-one relationship the | eclndex for the LANE dient
and the nmpclndex for the MPOA Server nust have the sane

val ue.

If this one-to-one mapping is enforced, then the

i npl enent ati on

of the npsMappi ngTabl e i s unnecessary. (Since the |eclndex

and
the npslndex contain the sane value, there is no need to
provi de

a mappi ng of npslindex value to |eclndex val ue.)

The rel ati onship between MPS and LEC i s mai ntai ned by
ensuring that the npsindex is the sane as the | eclndex
that is associated with it."

OBJECT npsMappi ngRowsSt at us
M N- ACCESS read-only
DESCRI PTI ON
"Wite access is not required.”

.. = { npoaM BConpl i ances 4 }

npoaMosM bAdvancedConpl i ance MODULE- COVPLI ANCE
STATUS current
DESCRI PTI ON
"The advanced inplementation requirenments for SNMP entities
whi ch support MPOA Servers."
MODULE -- this nodul e
MANDATORY- GROUPS {
npoaDevi ceTypeG oup,
npoaDevi ceTypeMosMacG oup,
npsConfi gG oup,
npsAct ual G oup,
npsSt ati sti csG oup,
npsPr ot ocol G oup,
npsl ngr essCacheG oup,

npsEgr essCacheG oup
}
OBJECT npsRowSt at us
M N- ACCESS read-only

DESCRI PTI ON
"Wite access is not required.”

OBJECT npsPr ot ocol RowSt at us
M N- ACCESS read-only
DESCRI PTI ON
"Wite access is not required.”

-- MPS Mappi ng Group Conpliance

GROUP nmpsMappi ngG oup

DESCRI PTI ON
"This group is mandatory only when there is NOT a one-to-one
rel ati onshi p between the MPOA Server and the LANE Cient.
Optionally, a one-to-one relationship between an MPOA Server
and a LANE Client can be enforced. To enforce this
one-to-one relationship the | eclndex for the LANE dient
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and the nmpclndex for the MPOA Server nust have the sane

val ue.

If this one-to-one mapping is enforced, then the

i npl enent ati on

of the npsMappi ngTabl e i s unnecessary. (Since the |eclndex

and
the npslndex contain the sane value, there is no need to
provi de

a mappi ng of npslndex value to |eclndex val ue.)

The rel ati onship between MPS and LEC i s mai ntai ned by
ensuring that the npsindex is the sane as the | eclndex
that is associated with it."

OBJECT npsMappi ngRowsSt at us
M N- ACCESS read-only
DESCRI PTI ON
"Wite access is not required.”

.. = { npoaM BConpl i ances 5 }

-- Units of Conformance

npoabDevi ceTypeG oup OBJECT- GROUP
OBJECTS {
devi ceTypelLecl ndex,
devi ceTypeRenpt eLecAt mAddr ess,
devi ceTypeType,
devi ceTypeMpsAt mAddr ess,
devi ceTypeMpcAt mAddr ess

}

STATUS current

DESCRI PTI ON
"A collection of objects which exists when
the MPOA device | earns the MPOA device type and
MPOA control addresses of neighboring MPOA devi ces
usi ng the LANEv2 Device Type TLV."

::={ npoaM BG oups 1 }

nmpoabDevi ceTypeMpsMacG oup OBJECT- GROUP

OBJECTS { devi ceTypeMpsMacAddress }

STATUS current

DESCRI PTI ON
"A collection of objects which is present when the
MPOA devi ce | earns the MPOA device type and MPOA
control addresses of neighboring MPOA devi ces using
the LANEv2 Device Type TLV."

.. = { npoaM BG oups 2 }

nmpcConfi gG oup OBJECT- GROUP
OBJECTS {

npcNext | ndex,
npcRowst at us,
nmpcConf i gvbde,
nmpcCt r | At mAddr
npc SCSet upFr aneCount
npc SCSet upFr aneTi ne,
mpclnitial RetryTi ne,
nmpcRet ryTi meMaxi mum
npcHol dDownTi nme
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STATUS current
DESCRI PTI ON

"A collection of objects used for creating and
configuring MPOA Clients."”

::= { npoaM BG oups 3 }

npcAct ual Group OBJECT- GROUP
OBJECTS {

nmpcAct ual St at e,

nmpcDi sconti nui tyTi e,
nmpcAct ual Confi gvbde,

nmpcAct ual SCSet upFr aneCount ,
npcAct ual SCSet upFr aneTi ne,
nmpcActual Initial RetryTi ne,
nmpcAct ual Ret ryTi meMaxi mum
npcAct ual Hol dDownTi ne

}
STATUS current
DESCRI PTI ON

"A collection of objects describing the status
and operational paraneters of the nanaged MPC. "

.. = { npoaM BG oups 4 }

npcDat aAt mAddr essGroup OBJECT- GROUP
OBJECTS {

nmpcDat aAt mAddr essRowsSt at us

}
STATUS current
DESCRI PTI ON

"A collection of objects which describe the
set of data ATM addresses for the MPCs."
::= { npoaM BG oups 5 }

nmpcStati sticsG oup OBJECT- GROUP
OBJECTS {
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nmpc St at TxMpoaResol veRequest s,

nmpc St at RxMpoaResol veRepl yAcks,

nmpc St at RxMpoaResol veRepl yl nsuf ECResour ces,
nmpc St at RxMpoaResol veRepl yl nsuf SCResour ces,
nmpc St at RxMpoaResol veRepl yl nsuf Ei t her Resour ces,
nmpc St at RxMpoaResol veRepl yUnsupport edl net Pr ot ,
nmpc St at RxMpoaResol veRepl yUnsupport edMacEncaps,
nmpc St at RxMpoaResol veRepl yUnspeci fi edQ her,
npcSt at RxMpoal npRequest s,

nmpc St at TxMpoal mpRepl yAcks,

nmpc St at TxMpoal npRepl yl nsuf ECResour ces,

nmpc St at TxMpoal npRepl yl nsuf SCResour ces,

nmpc St at TxMpoal npRepl yl nsuf Ei t her Resour ces,
nmpc St at TxMpoal npRepl yUnsupport edl net Pr ot ,
npc St at TxMpoal npRepl yUnsupport edMacEncaps,
npc St at TxMpoal npRepl yUnspeci fi edQ her,

nmpc St at TxMpoaEgr essCachePur geRequest s,

nmpc St at RxMpoaEgr essCachePur geRepl i es,

nmpc St at RxMpoaKeepAl i ves,

nmpc St at RxMpoaTri ggers,

nmpc St at RxMpoaDat aPl anePur ges,

nmpc St at TxMpoaDat aPl anePur ges,

nmpc St at RXNhr pPur geRequest s,

nmpc St at TxNhr pPur geRepl i es,

nmpc St at RXEr r Unr ecogni zedExt ensi ons,

nmpc St at RXEr r LoopDet ect eds,

nmpc St at RXEr r Pr ot oAddr Unr eachabl es,
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npcSt at RXErr Prot oErrors,

nmpc St at RXErr SduSi zeExceededs,

nmpc St at RXEr r | nval i dExt ensi ons,
nmpcSt at RXErr | nval i dRepl i es,

npc St at RXErr Aut henti cati onFai |l ures,
npc St at RXEr r HopCount Exceededs

}

STATUS current

DESCRI PTI ON
"A collection of objects that provide statistics
on the MPOA protocol paraneters.”

.. = { npoaM BG oups 6 }

npcPr ot ocol Group OBJECT- GROUP
OBJECTS {
nmpcLECSVal ue,
npcPr ot ocol RowsSt at us

}

STATUS current

DESCRI PTI ON
"A collection of objects to specify which
paranmeters this MPCis enabled for."

::= { npoaM BG oups 7 }

nmpcMappi ngG oup OBJECT- GROUP
OBJECTS {
nmpcMappi ngRowsSt at us,
nmpcMappi ngl ndex

}
STATUS current
DESCRI PTI ON
"A collection of objects to map from LEC to MPC'
.. = { npoaM BG oups 8 }

nmpcMpsG oup OBJECT- GROUP
OBJECTS { npcMosAt mAddr }
STATUS current
DESCRI PTI ON
"A collection of objects which aid the MPCs to track
information for all the MPSs which are known by the MPCs."
.. = { npoaM BG oups 9 }

nmpcMpsMacAddr essG oup OBJECT- GROUP
OBJECTS {
nmpcMpsMacAddr ess

}

STATUS obsol ete

DESCRI PTI ON
"A collection of objects which aid the MPCs to track
MAC Address infornmation for all the MPSs which are known
by the MPCs."

::={ npoaM BG oups 10 }

nmpcl ngr essCacheTot al Packet G oup OBJECT- GROUP
OBJECTS {
nmpcl ngr essCacheTxTot al Packet s

}

STATUS current

DESCRI PTI ON
"A collection of objects which count the total
nunber of packets transmtted over MPC

ATM Forum Technical Committee Page 203 of 234



AF-MPOA-0114.000 MPOA Version 1.1

short cuts."
::={ npoaM BG oups 11 }

nmpcl ngressCacheTot al Cct et G oup OBJECT- GROUP
OBJECTS {
nmpcl ngressCacheTxTot al Cctets

}

STATUS current

DESCRI PTI ON
"A collection of objects which count the total
nunber of octets transmtted over MPC
short cuts."”

::={ npoaM BG oups 12 }

npcl ngressCacheG oup OBJECT- GROUP
OBJECTS {

nmpcl ngr essCacheDest | net wor kAddr Type,
mpcl ngr essCacheDest Addr ,
nmpcl ngr essCachePrefi xLen,
nmpcl ngr essCacheDest At mAddr ,
nmpcl ngr essCacheSr cAt mAddr ,
nmpcl ngressCacheEnt rySt at e,
nmpcl ngr essCacheEgr essCacheTagVal i d,
nmpcl ngr essCacheEgr essCacheTag,
nmpcl ngr essCachelLast Nhr pCi eCode,
mpcl ngr essCacheSi gEr r Code,
nmpcl ngressCacheRetri es,
nmpcl ngr essCacheTi neUnt i | Next Resol uti onRequest,
nmpcl ngr essCacheHol di ngTi ne,
mpcl ngr essCacheSer vi ceCat egory

}

STATUS current

DESCRI PTI ON
"A collection of objects used to nonitor the
MPQA i ngress cache.”

::= { npoaM BG oups 13 }

npcEgr essCacheTot al Packet G- oup OBJECT- GROUP
OBJECTS {
nmpcEgr essCacheRxTot al Packet s

}
STATUS current
DESCRI PTI ON
"A collection of objects which count the total
nunber of packets received by MPC short cuts.”
::={ npoaM BG oups 14 }

npcEgr essCacheTot al Oct et G oup OBJECT- GROUP
OBJECTS {
nmpcEgr essCacheRxTot al Cctet s

}
STATUS current
DESCRI PTI ON
"A collection of objects which count the total
nunber of octets received by MPC short cuts.”
.. = { npoaM BG oups 15 }

npcEgr essCacheG oup OBJECT- GROUP
OBJECTS {
nmpcEgr essCachel d,
npcEgr essCachel net wor KAddr Type,
nmpcEgr essCachel Dest Addr,
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npcEgr essCachePr ef i xLen,

npcEgr essCacheEntrySt at e,

nmpcEgr essCacheEgr essCacheTagVval i d,
nmpcEgr essCacheEgr essCacheTag,

npcEgr essCacheHol dTi e,

npcEgr essCacheDat aLi nkHeader ,

nmpcEgr essCachel ngr essMocDat aAt mAddr ,
npcEgr essCachelLecl ndex,

npcEgr essCacheSer vi ceCat egory

}

STATUS current

DESCRI PTI ON
"A collection of objects used to nonitor the
MPOA egress cache.™

.. = { npoaM BG oups 16 }

nmpsConfi gG oup OBJECT- GROUP
OBJECTS {

nmpsNext | ndex,
npsRowsSt at us,
nmpsConfi gvbde,
mpsCt r | At mAddr
nmpsKeepAl i veTi e,
nmpsKeepAl i veli f eTi e,
mpsinitial RetryTi ne,
npsRet ryTi meMaxi mum
mpsG veupTi ne,
npsDef aul t Hol di ngTi ne

}

STATUS current

DESCRI PTI ON
"A collection of objects used for creating and
configuring MPOA Servers."

::={ npoaM BG oups 17 }

nmpsAct ual Group OBJECT- GROUP
OBJECTS {

nmpsAct ual St at e,
nmpsDi sconti nui tyTi e,
npsAct ual Confi gvbde,
nmpsAct ual KeepAl i ve,
nmpsAct ual KeepAl i veLi f eTi ne,
nmpsActual Initial RetryTi ne,
npsAct ual Ret ryTi meMaxi mum
npsAct ual G veupTi ne,
npsAct ual Def aul t Hol di ngTi ne

}
STATUS current
DESCRI PTI ON
"A collection of objects describing the status
and operational paraneters of the nanaged MPS.™
::={ npoaM BG oups 18 }

nmpsStati sti csG oup OBJECT- GROUP
OBJECTS {
nmps St at RxMpoaResol veRequest s,
nps St at TxMpoaResol veRepl yAcks,
nps St at TxMpoaResol veRepl yl nsuf ECResour ces,
nps St at TxMpoaResol veRepl yl nsuf SCResour ces,
nmps St at TxMpoaResol veRepl yl nsuf Ei t her Resour ces,
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nps St at TxMpoaResol veRepl yUnsupport edl net Pr ot ,
nps St at TxMpoaResol veRepl yUnsupport edMacEncaps,
nps St at TxMpoaResol veRepl yUnspeci fi edQt her,
nps St at TxMpoaResol veRepl yOt her,

npsSt at G veupTi neExpi r eds,

npsSt at TxMooal npRequest s,

nps St at RxMpoal mpRepl yAcks,

nmps St at RxMpoal nmpRepl yl nsuf ECResour ces,
nps St at RxMpoal nmpRepl yl nsuf SCResour ces,
nps St at RxMpoal nmpRepl yl nsuf Ei t her Resour ces,
nps St at RxMpoal nmpRepl yUnsupport edl net Pr ot ,
nps St at Rxpoal nmpRepl yUnsupport edMacEncaps,
nmps St at RxMpoal mpRepl yUnspeci fi edQ her,
nps St at RxMpoal npRepl yO her,

nps St at RxMpoaEgr essCachePur geRequest s,
nps St at TxMpoaEgr essCachePur geRepl i es,
nmpsSt at TxMpoaTri ggers,

nmps St at TxNhr pResol veRequest s,

nps St at RxNhr pResol veRepl i es,

nmps St at RXNhr pResol veRequest s,

nps St at TxNhr pResol veRepl i es

}

STATUS current

DESCRI PTI ON
"A collection of objects that provide statistics
on the MPOA Server protocol paraneters.”

::={ npoaM BG oups 19 }

npsPr ot ocol Group OBJECT- GROUP
OBJECTS {
nmpsLECSVal ue,
npsPr ot ocol RowsSt at us

}

STATUS current

DESCRI PTI ON
"A collection of objects to specify which
paranmeters this MPS is enabled for."

.. = { npoaM BG oups 20 }

nmpsMappi ngG oup OBJECT- GROUP
OBJECTS {
nmpsMappi ngRowsSt at us,
nmpsMappi ngl ndex

}
STATUS current
DESCRI PTI ON
"A collection of objects to map from MPSs to LECs."
.. = { npoaM BG oups 21 }

nmpsMpcG oup OBJECT- GROUP

OBJECTS { npsMocCtrl At mAddr }

STATUS current

DESCRI PTI ON
"A collection of objects which aid the MPSs to track
information for all the MPCs which are known by the
MPSs. "

.. = {nmpoaM BGr oups 22 }

npsl ngressCacheG oup OBJECT- GROUP
OBJECTS {
nmpsl ngr essCacheDest | nt er net wor kAddr Type,
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nmpsl ngr essCacheDest Addr ,

nmpsl ngressCachePrefi xLen,

nmpsl ngressCacheEnt rySt at e,

nmpsl ngr essCacheSr cl nt er net wor kAddr Type,
nmpsl ngr essCacheSr cAddr,

nmpsl ngr essCacheSour ceMocCt r | At mAddr
nmpsl ngr essCacheResol vedAt mAddr

nmpsl ngr essCacheHol dTi ne,

nmpsl ngr essCacheMpoaRequest | d,

nmpsl ngr essCacheNnhr pRequest | d,

nmpsl ngr essCacheSer vi ceCat egory

}

STATUS current

DESCRI PTI ON
"A collection of objects to nonitor the MPS
i ngress cache. "

.. = { npoaM BGroups 23 }

npsEgr essCacheG oup OBJECT- GROUP
OBJECTS {

nmpsEgr essCachel d,
nmpsEgr essCacheDest | nt er net wor kAddr Type,
nmpsEgr essCacheDest Addr,
nmpsEgr essCachePr ef i xLen,
nmpsEgr essCacheHol dTi ne,
npsEgr essCacheEntrySt at e,
nmpsEgr essCacheDat aLi nkHeader ,
nmpsEgr essCacheEl anl d,
nmpsEgr essCacheSour ceC i ent At mAddr
nmpsEgr essCacheNhr pRequest | d,
nmpsEgr essCacheMooaRequest | d,
nmpsEgr essCacheSer vi ceCat egorvy,
nmpsEgr essCacheNext Hopl nt er net wor KAddr Type,
npsEgr essCacheNext HopAddr

}

STATUS current

DESCRI PTI ON
"A collection of objects to nonitor MPS s egress
cache paraneters.™

.. = { npoaM BG oups 24 }

nmpcMpsMul ti pl eMacAddr essG oup OBJECT- GROUP
OBJECTS {
nmpcMpsFl owDet ect MacAddr ess

}

STATUS current

DESCRI PTI ON
"A collection of objects which aid the MPCs to track
MAC Address information for all the MPSs which are
used during flow detection by the MPCs."

.. = { npoaM BG oups 25 }

END
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Appendix I.
[Informative]

MPOA Version 1.1

State Machine View of MPOA Component Behavior

A state machine view of the MPOA component behavior is given in this Section. The state machines shown are
intended to give an example of a compliant implementation, but do not represent the complete specification.

1.1

Conventions

Vertical lines represent states, the names of which are labeled above each vertical line. Transitions are horizontal
lines. Events are labeled above each transition. Actions are labeled below each transition. The Idle state is shown

as adashed line.

1.2

Ingress MPC Control State Machine

Each instance of the ingress MPC State Machine is defined in the context of an ingress cache entry, namely the
<MPS Control ATM Address, Destination Internetwork Layer Address> tuple.

per (MPS Control ATM Address, Destination | nter network Layer Address)

CACHED UERY
If first query to MPS, send New_MPS

RESOLVED REFRESHING

NULL

. Dest. detecte%
: Create ingres:

Flow threshold exceeded
|| MPOA Trigger

. cache entry

! MPOA Trigger Received

Generate new request_ID;
Send MPOA Request;
Reset timerl;

MPOA reply received

>

T_Pace = MPC-p4

. Generate new request_ID;

Create ingress cache entry ;

. Send MPOA Request;
. Reset timerl;
. T_Pace = MPC-p4

MPC HOLD DOWN

timerl >T_Hold ||
Management delete

Flow threshold exceeded
&&timerl > T_Pace

Send MPOA request; Reset tim
T_Pace=T_Pace*MPC-c1

NHRP NAK received ||

timerl > MPC-p5

Update ingress cache
Reset timerl;

T_Hold = Holding Time from Resolution Reply

Flow threshold exceeded &&
timer2 > T_Pace

Send MPOA request;
T Pace=T Pace*MPC-cl;
reset timer2

>

timerl >2/3* T_Hold &&
flow threshold exceeded

LIMBO

Locl Decision 1”

Generate new request_ID;
Send MPOA request;
Reset timerl

Matching NHRP or
MPOA Dataplane
Purge received

If No_reply flag cleal
Send Purge reply

Generate new request ID;
Send MPOA request;
T_PACE = MPC-p4;
Reset timer2;

Matching NHRP or
MPOA Dataplane

>

Delete cache entry Purge received
If No_reply flag clear,

Send Purge reply

<

T_Hold = MPC-p6;
Reset timerl

“Local Decision 2" || Management delete
Delete cache entry

( MPOA reply received

Update Ingress cache entry;
T Hold=Holding Time from
Resolution Reply;

Reset timerl

Management delete || timerl > T_Hold

Delete cache entry

NHRP NAK received ||
timer2 > MPC-p5

Reset timerl

<€

timer 1 >T_Hold

Delete cache entry
MPS Death (From Keep-Alive State Machine)

Delete cache entry
MPS Death (From Keep-Alive State Machine)

Delete cache entry
timerl > T_Hold || Management delete

Delete cache entry

Figure 27 Ingress MPC Control State Machine

Notes on Figure 27:

1. timerl and timer2 are second timers. Two are required to handle hold times and retry timesin the
REFRESHING state. Retries are paced until MPC-p5 is reached, in which case the cache entry is
deleted when the cache hold time is reached. Alternatively, retries could be paced until the hold timeis
reached.

2. MPOA trigger stimulates an MPOA request from both NULL and CACHED states.
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1.3

NULL

MPOA resolution request received with new MPOA_request_id
If first time to receive from MPC, send New_MPC message

AF-MPOA-0114.000

3. Local Decision 1 and 2 refer to text in Section 4.4.4 on Cache Management

Ingress MPS Control State Machine
Each instance of the ingress MPS state machine is defined by the <Ingress MPC control ATM Address, Request ID>
tuple obtained from the MPOA Resolution Request. The purge description appliesto a single cache entry for a

single ingress MPC and assumes a higher layer fan-out process.

per (IngressMPC Control ATM Address, Request | D)

RESOLVING

MPOA resolution request received with
request_id == MPOA_request_id

—

Create MPS Cache Entry;

. Generate new NHRP_request_id;
. Send NHRP resolution request;
Reset timer

<

timer > T_MPS-p6

Delete Ingress MPS Cache

PURGING

Send NHRP resolution request;
Reset timer

NHRP resolution reply received with
request id == NHRP request id;

RESOLVED

MPOA resolution request received with
request_id == MPOA_request_id

Send NHRP resolution request ;

‘Reset timer

Delivery failure

Delete Ingress MPS Cache Entry

Send MPOA resolution reply;
T Hold =Holdina time from replv;
Reset timer

Purge event received && No_reply flag clear

NHRP resolution reply received with
request id == NHRP request id;

Send MPOA resolution reply;
T Hold =Holdina time from reply;
Reset timer

MPOA Purge reply received

Generate MPOA_purge_reply_received event
Delete Ingress MPS Cache Entry,

Purge event received && No_reply flag set

Send Reliable MPOA Purge request

Send MPOA Purge request
Delete Ingress MPS Cache Entry

timer > T_Hold

Delete Ingress MPS Cache Entry

Figure 28 Ingress MPS Control State Machine

Notes on

Figure 28:

1. timer isasecond timer

2. Purge events are generated by a process outside the scope of this state machine. This process takes a
received NHRP purge request message potentially containing summarized information, and generates
events corresponding to instances of this state machine. This process stores state necessary for
eventual generation of a NHRP purge reply message.

3. The MPOA_purge reply_received event is sent from this state machine to the above process. This
process uses this event data to determine if and when to generate an NHRP purge reply.

4. TheDelivery failure event is generated when reliable delivery fails.
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1.4 Egress MPS Control State Machine
per (Source Data ATM Address, Destination Internetwork Layer Address)

NULL

i NHRP resolution request received

' Execute MPOA Egress Resolution Process

RESOLVING

Existing earess MPC

MPOA Version 1.1

MPOSING

Imposina Actions;

MPOA imposition replv received &&
successful

New earess MPC

Generate New MPC;
Imposina Actions

4) Set holding time in NHRP reply to
MPS-p7 or local value;

Send NHRP resolution reply;
Reset timer;

Destinatino not an MPC || Unresolvable

Inform NHS of failure

NHRP Resolution reauest received

Imposition Failed

-

Store resolution reauest id:
Send MPOA imposition reauest:

‘ Reset timer

Inform NHS of failure; Delete Actions

RELIABLE

LEAM < NHRP Resolution request received

Store resolution reauest id:
Send MPOA imposition reauest:

Internetwork laver dest chanae event
< Reset timer

» . Send reliable MPOA cache imposition with holding time of zero;
Imposition reply received ||

Delivery failure

Delete Actions Internetwork layer dest change event

<

Send MPOA cache imposition with holding time of zero;

PURGING

Deliverv failure

Delete Actions . .
Purge event received from MPC with No_reply flag clear

: NHRP purge reply received Send NHRP reliable purge request;

reste timer; T_Hold = MPS-p4;

Generate NHRP_purge reply event;
Delete Actions;

Purge event received from MPC with No_reply flag set

Send NHRP purge request; Delete Actions
timer > Holdina Time
Delete Actions;

Delete Actions
Delete cache

IF (last entry for MPC)
THEN generate Delete_ MPC

Imposing_Actions:
Generate new Cache id;

Generate new imposition reauest id;
Generate new cache entry;
Holdina time in messaae = 2 *(MPS-p7 or local value)

Send MPOA imposition reauest
Reset timer

Imposition_Failed:
timer > Holding_Time ||

MPOA imposition reply received && !successful

Figure 29 Egress MPS Control State Machine
Notes on Figure 29:

=

timer is a second timer.

2. Thepurge event is generated by a process outside the context of this state machine, since the MPOA
purge request from the MPS may contain summary information. If the N bit is clear(indicating that a
reply is needed) , apurge_reply _event issent to this process when a corresponding NHRP reply is
received.

3. TheNHS isinformed of animposition failure, so that it may terminate the shortcut if it desires.

4. Internetwork layer dest change event is generated by a process out of the context of this state machine.

5. Holding_Time is derived from either MPS-p7 or ‘local information’. Refer to Section 4.1.1.1.
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1.5 Egress MPC Control State Machine

(per Cache ID, MPS Control ATM Address)
NULL IMPOSING ACTIVE

MPOA cache imposition request received

Generate new request_id Imposition Accepted && existing MPS;

Create egress MPC cache entry

Encache Actions

Imposition Rejected

Send MPOA cache imposition reply (failure); Imposition Accepted && new MPS >

Delete cache entry Generate New MPS;
UPDATE Encache Actions
Transient

MPOA cache imposition request received

<€

Holding Time = 0 (Purge) || Imposition Rejected

Send MPOA cache imposition reply; -
Delete cache entry Imposition Accepted ,
Update_Actions

timerl > T_Hold || Management delete

Delete cache entry

MPS Death (From Keep Alive State Machine)

Send data plane purge;
Delete Actions

PURGING FLOODING

Purge reply received ||
Delivery failure

timer_2 >.305 &8 DLIT DLL Destination Information Loss Detected
Destination Information not 4

recovered. reset timer2;

Flood data frames

Delete cache entry

Send reliable purge request DLL Destination Information recovered

>

Return to normal forwarding

Encache Actions: Udate Actions:

Create egress cache entry; T_Hold = Holding_Time from impostition request;
T_Hold = Holding_Time from impostition request; Send MPOA cache imposition reply(success);
Remember cache_id; Resetl timer;

Send MPOA cache imposition reply(success);
Resetl timer;
Await shortcut circuit establishment

Figure 30 Egress MPC Control State Machine

Notes on Figure 30:

1. Purgeevent is generated by a process outside the context of this state machine
2. Thechangein DLL destination state is generated outside the context of this state machine. This event
is generated when there is a change in one ore more the following LEC variables: C6, C8, C27, C30
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Generate delivery failure event

1.6 Reliable Delivery State Machines
Reliable M PC M essage Send
(per request)
NULL SENDIN
1 Send message
1
1 T_PacAe = MPC-p4; » timer > T_Pace
! reset timer; T_Pace =T_Pace*MPC-c1;
1 reset timer;
1
1
1 -
1 .
‘ timer > MPC-p5
1 Generate delivery failure event
Reliable M PS M essage Send
(per request)
NULL SENDIN
1 Send message
1
1 T_Pace = MPS-p5; » timer >T Pace
! reset timer; T_Pace =T_Pace*MPS-c1;
1 reset timer;
1
1
1 -
timer > MPS-p6
«
1

Notes on Figure 31:

Figure 31 Reliable Delivery State Machines

1. timerisasecond timer

2. Purgeevent is generated by a process outside the context of this state machine

3. The changein destination state is generated outside the context of this state machine. Thisevent is
generated when there is a change in one ore more the following LEC variables: C6, C8, C27, C30

1.7 MPC and MPS Keep-Alive State Machines
MPS Keep Alive MPC Keep Alive
(per MPC) (per MPS)
NULL MPC ACTIVE NULL ALIVE
New_MPC New_MPS

. Initialize KeepAlive

+ sequence_number ;

1+ Send MPOA Keep Alive;
' Reset timer

Delete_ MPC

Notes on Figure 32
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timer > T_KeepAlive

Increment KeepAlive
sequence_number ;
Send MPOA Keep Alive;
Reset timer

<€

T_KeepAlive = MPC-c2;
Reset timer

timer > T_KeepAlive ||
Keep Alive received out of

MPOA Keep Alive received

T_KeepAlive = Keep Alive Lifetime;
Reset timer

<€

'

' (sequence;

: Generate MPS Death
Event;

Figure 32 Egress MPC and MPS Keep-Alive State Machines
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1. timerisasecond timer.
2. Purgetext described above is from Section 4.5.
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Appendix Il. Examples of MPOA Control and Data Flows
[Infor mative]

1.1 Scenarios

A simple MPOA network configuration is shown in Figure 33. The MPOA network consists of two ELANs; ELAN-
1 and ELAN-2. Each ELAN contains one or more edge devices and MPOA hosts. Each edge device supports one or
more LAN hosts.

MPOA Client !
MPOA Host !
1 1
LEC . .
! MPOA Client MPOA Host
Réuter 5
. LEC
MPOA Client
MPOA Host MPOA Server
2 LEC
Routing
LEC Functign .
MPOA Client .
MPOA Client Edge Device
Edge Device] 1 6
3 . LEC
LEC :
|
_|_l_|_ i
[ H20 || H10 | ! [ Hs0 || Heo |
1
. i
MPOA Client :
Edge Devic .
4

LEC

|H40||H30|

Figure 33 Example Network Configuration

To describe each flow, a source-destination pair (an MPOA host and/or a LAN host) is chosen from Figure 33. The
source and destination are chosen within the same ELAN or in different ELANSs and the flows are grouped as the
intraeELAN and inter-ELAN flows.

[1.1.1 Intra-ELAN Scenarios

Intra-ELAN flows originate from an MPOA host or aLAN host behind an edge device, and flow to an MPOA host
or aLAN Host in the same ELAN. These flows use LANE for address resolution and data transfer. The matrix
shown in Table 7 illustrates all source-destination pairs with the matrix entry representing the scenario-index. Note
that the source and destination are different hosts. The trivial scenario of aLAN-LAN flow on the same edge device
is not covered.

Table 7 Intra-ELAN Scenarios

ToMPOA Host | ToLAN host
From MPOA Host | (A) (B)
From LAN host (C) (D)
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1.1.2

Inter-EL AN Scenarios

AF-MPOA-0114.000

The flows listed in Table 8 are between the source-destination pairs for which the source and destination are in

different ELANSs. These flows may use a default path for short-lived flows or a shortcut for long-lived flows. The
default path uses the LANE and router capabilities. The shortcut path uses LANE plus NHRP for address resolution

and a shortcut for data transfer.

1.2

.21

Table 8 Inter-ELAN Scenarios

ToMPOA Host | ToLAN Host
From MPOA Host | (E) ()
From LAN Host (G) (H)
Flows
Intra-ELAN
Intra-ELAN flows areillustrated in Figure 34.
MPOA Host MPOA Client
1
LEC
A Router
MPOA Client
MPOA MPOA Server
H(2Jst LEC A
B LEC Routmg
Function
/
MPOA Client /
Edge Device
3 ELAN 1
LEC
C
v H 10
MPOA Client
Edge Device D
4

LEC

H 30 v

Figure 34 Intra-ELAN Flows
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1.2.1.1 From MPOA Host

112111 Scenario (A): MPOA Host 1to MPOA Host 2

Figure 35 shows the data path for data originating from MPOA Host 1 and destined to MPOA Host 2 within the
same ELAN. LANE isused for such aflow and a Data Direct VCC will carry the LANE frames.

MPOA Host 1 MPOA Host 2

ELAN

Figure 35 MPOA Host to MPOA Host Data Flow

11.2.1.1.2 Scenario (B): MPOA Host 1to LAN Host H 10

Figure 36 shows the data path for data originating from MPOA Host 1 and destined to LAN Host H 10 within the
same ELAN. LANE is used for such aflow and a Data Direct VV CC between MPOA Host 1 and Edge Device 3 will
carry the LANE frames.

MPOA Host 1 Edge Device 3 H 10

ELAN
LAN

Figure 36 MPOA Host to LAN Host Data Flow

11.2.1.2 From LAN Host

11.21.21 Scenario (C): LAN Host H 10 to MPOA Host 2

Figure 37 shows the data path for data originating from LAN Host H 10 and destined to MPOA Host 2 within the
same ELAN. LANE is used for such aflow and a Data Direct VCC between Edge Device 3 and MPOA Host 2 will
carry the LANE frames.

H 10 Edge Device 3 MPOA Host 2

LAN
ELAN

Figure 37 LAN Host to MPOA Host Data Flow

11.2.1.2.2 Scenario (D): LAN Host H 10to LAN Host H 30

Figure 38 shows the data path for data originating from LAN Host H 10 and destined to LAN Host H 30 within the
same ELAN. LANE is used for such aflow and a Data Direct VV CC between Edge Device 3 and Edge Device 4 will
carry the LANE frames.

H 10 Edge Device 3 Edge Device 4 H 30

ELAN LAN
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Figure 38 LAN Host to LAN Host Data Flow
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[1.2.2 Inter-ELAN

Inter-ELAN flows are illustrated in Figure 39. For the sake of simplicity, the flows shown in this section only
involve a single router/MPS; however, in practice, there can be an arbitrary number of routers on the default routed
path between the ingress MPS and egress MPS. Theingress MPS actions (MPOA Resolution Request/Reply) and
egress MPS actions (MPOA Cache Imposition Request/Reply) are independent, and in a more complex scenario
where multiple routers exist on the default path, the ingress and egress MPSs communicate via NHRP.

R 1

MPOA Hosd | MPOA Client !
l 1
LEC :

; MPOA Client
- MPOA Host
Rd_)uter 5
LEC
MPOA Server
MPOA Client
MPOA Client " Edge Device
Edge Device : 6
3 ' LEC
LEC 1
i
|
H 1
H 10 | > H 50
i
i
Figure 39 Inter-ELAN Flows
11.2.2.1 From MPOA Host
11.221.1 Scenario (E): MPOA Host 1to MPOA Host 5

Figure 40 shows the default and shortcut data paths for data originating from MPOA Host 1 and destined to MPOA
Host 5 within a different ELAN.
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Default Path
MPOA Host 1 Router MPOA Host 5
ELAN |
ELAN
‘
Shortcut
MPOA Host 1 Router MPOA Host 5

MPOA Resolution Request

MPOA Resolution Reply - - -C-a?:ﬁe-lﬁw-position Reply

Shortcut
| —>

Figure 40 MPOA Host to MPOA Host

Default Path:

MPOA Host 1 sends the packet in aLANE frame to the router via a Data Direct VCC. The router forwards the
packet in a LANE frame to MPOA Host 5 via another Data Direct VCC.

Shortcut:

If MPOA Host 1 detects aflow to the internetwork layer address of MPOA Host 5, it sends an MPOA Resolution
Request to the MPS to get the corresponding ATM address. The router sends an MPOA Cache Imposition Request
to MPOA Host 5 to provide the egress cache entry. MPOA Host 5 sends an MPOA Cache Imposition Reply to the
MPS indicating that it can accept the shortcut. The router sends an MPOA Resolution Reply back to MPOA Host 1
with the ATM address of MPOA Host 5. MPOA Host 1 may then update its ingress cache and establish a shortcut to
MPOA Host 5.

For subsequent data destined to MPOA Host 5, MPOA Host 1 encapsulates the internetwork layer protocol packet
with the appropriate encapsulation for the shortcut. The packets are then sent to MPOA Host 5 using the VCC
specified in the ingress cache entry.

11.22.1.2 Scenario (F): MPOA Host 1to LAN Host H 50

Figure 41 shows the default and shortcut data paths for data originating from MPOA Host 1 and destined to LAN
Host H 50 within a different ELAN.
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Default Path

MPOA Host 1 Router Edge Device 6 H 50
ELAN \
ELAN
‘ LAN
Shortcut Path
MPOA Host 1 Router Edge Device 6 H 50

MPOA Resolution Request
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Figure 41 MPOA Host to LAN Host
Default Path:

MPOA Host 1 sends the packet in aLANE frameto the router via a Data Direct VCC. The router forwards the
packet in a LANE frame to Edge Device 6 via another Data Direct VCC. Edge Device 6 sends the MAC frame to the
LAN Host 50.

Shortcut:

If MPOA Host 1 detects aflow to the internetwork layer address of LAN Host H 50, it sends an MPOA Resolution
Request to the MPS to get the corresponding ATM address. The router sends an MPOA Cache Imposition Request
to Edge Device 6 to provide the egress cache entry. Edge Device 6 sends an MPOA Cache Imposition Reply to the
MPS indicating that it can accept the shortcut. The router sends an MPOA Resolution Reply to MPOA Host 1 with
the ATM address of Edge Device 6. MPOA Host 1 may then update its ingress cache and establish a shortcut to
Edge Device 6.

For subsequent data destined to LAN Host H 50, MPOA Host 1 encapsulates the internetwork layer protocol packet
with the appropriate encapsulation for the shortcut. The packets are then sent to Edge Device 6 using the VCC
specified in the cache entry. Edge Device 6 receives the encapsulated packets, makes the MAC frames and sends
them to LAN Host 50.

11.2.2.2 From LAN Host

11.222.1 Scenario (G): LAN Host H 10 to MPOA Host 5

Figure 42 shows the default and shortcut data paths for data originating from LAN Host H 10 and destined to MPOA
Host 5 within a different ELAN.
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Default Path
H 10 Edge Device 3 Router MPOA Host 5
LAN
ELAN
ELAN
Shortcut Path
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e --------"""°
Shortcut
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Figure 42 LAN Host to MPOA Host
Default Path:

LAN Host 10 sends the MAC frame to Edge Device 3. Edge Device 3sends the packet in a LANE frame to the router
viaa Data Direct VCC. The router forwards the packet in a LANE frame to MPOA Host 5 via another Data Direct
VCC.

Shortcut:

LAN Host 10 sends the MAC frame to Edge Device 3. If Edge Device 3 detects a flow to the internetwork layer
address of MPOA Host 5, it sends an MPOA Resolution Request to the MPS to get the corresponding ATM address.
The router sends an MPOA Cache Imposition Request to MPOA Host 5 to provide the egress cache entry. MPOA
Host 5 sends an MPOA Cache Imposition Reply to the MPS indicating that it can accept the shortcut. The router
sends an MPOA Resolution Reply to Edge Device 3 with the ATM address of MPOA Host 5. Edge Device 3 may
then update its ingress cache and establish a shortcut to MPOA Host 5.

For subsequent data destined to MPOA Host 5, Edge Device 3 encapsulates the internetwork layer protocol packet
with the appropriate encapsulation for the shortcut. The packets are then sent to MPOA Host 5 using the VCC
specified in the cache entry.

11.2.2.2.2 Scenario (H): LAN Host H 10to LAN Host H 50

Figure 43 shows the default and shortcut data path for data originating from LAN Host H 10 and destined to LAN
Host H 50 within a different ELAN.
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Default Path

Edge Device 3 Router Edge Device 6 H 50
ELAN
ELAN
LAN
Shortcut
H 10 Edge Device 3 Router Edge Device 6 H 50

LAN

Shortclt LAN
| [ >

Figure 43 LAN Host to LAN Host

Default Path:

LAN Host 10 sends the MAC frame to Edge Device 3. Edge Device 3 sends the packet in a LANE frame to the
router viaa Data Direct VCC. The router forwards the packet in a LANE frame to Edge Device 6 via another Data
Direct VCC. Edge Device 6 sends the MAC frame to the LAN Host 50.

Shortcut:

LAN Host 10 sends the MAC frame to Edge Device 3. If Edge Device 3 detects a flow to the internetwork layer
address of LAN Host H 50, it sends an MPOA Resolution Request to the MPS to get the corresponding ATM
address. The router sends an MPOA Cache Imposition Request to Edge Device 6 to provide the egress cache entry.
Edge Device 6 sends an MPOA Cache Imposition Reply to the MPS indicating that it can accept the shortcut. The
router sends an MPOA Resolution Reply to Edge Device 3 with the ATM address of Edge Device 6. Edge Device 3
may then update its ingress cache and establish a shortcut to MPOA Host 5.

For subsequent data destined to LAN Host H 50, Edge Device 3 encapsul ates the internetwork layer protocol packet
with the appropriate encapsulation for the shortcut. The packets are then sent to Edge Device 6 using the VCC
specified in the cache entry. Edge Device 6 receives the encapsulated packets, makes the MAC frames and sends
them to LAN Host 50.
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Appendix Il Related Work
[Infor mative]

The rapid and wide acceptance of ATM has stimulated enormous activity in the communications industry to
standardize ATM interfaces. One of the principal objectives of this activity is to enable protocols and applications at
the internetwork layer and above to operate effectively over an ATM transport network. Enabling existing protocols
and applications to operate over ATM is generally viewed as one of the final, necessary steps to allow the benefits of
ATM to be brought gradually into existing networks. Several industry projects address different pieces of the
internetwork layer problem, including the LAN Emulation over ATM (LANE) specification under the auspices of the
ATM Forum, Classical IP and ARP over ATM defined in RFC 2225 ([IPOA]), the Next Hop Resolution Protocol
(NHRP), the Multicast Address Resolution Protocol (MARS), RFC 1483 and other projects under the auspices of the
Internet Engineering Task Force (IETF). The APPN Implementers Workshop (Al1W) has addressed extensions for
the High Performance Routing (HPR) protocol for ATM networksin [AIW]. These projects have all taken a
somewhat similar technical approach. The existing protocol stack is either left unchanged (e.g., LANE), or is
modified in only minor ways (e.g., Classical 1P). These projects have additionally required that any changes or
additions can be made only to protocol stacks in systems that have adirect ATM interface, that no changes can be
made to the protocol stacks on “LAN systems” (i.e., systems attached to existing subnetworks), and that ATM-
attached systems and LAN systems must be fully interoperable.

1.1 LANE

The LANE specification defines a method for an ATM network to emulate an Ethernet or Token-Ring LAN.

Protocols, such as IP’s Address Resolution Protocol (ARP), that are dependent on the availability of a broadcast
function, are supported by LANE over ATM which, due to its connection-oriented nature, is inherently non-

broadcast. A host on a LAN that wishes to send data to another host on that LAN using an internetwork layer

protocol must determine the MAC (medium access control) address of the destination host prior to data transfer.
Protocols such as ARP use broadcast to resolve internetwork layer addresses to MAC Addresses by querying all end-
stations on the LAN. On an Emulated LAN (ELAN), LANE supports this broadcast with a Broaahdastyish

Server (BUS). However, to effect the actual data transfer over an ATM network, a further mapping from MAC

Address to ATM address is necessary. Another server, the LANE server (LES), provides this mapping. The

originating host then transfers the data by setting up an ATM VCC to the target ATM address.

11l.2 Classical IP

The MAC-to-ATM address resolution provided by LANE, while allowing Internetwork and higher-layer protocols to
operate as they do on an Ethernet or token ring LAN, involves two levels of resolution prior to data transfer. An
internetwork layer address must first be resolved to a MAC Address, and then the MAC Address is mapped to an
ATM address. RFC 2225 is the definition of an enhanced IP ARP procedure that resolves internetwork layer
addresses directly to ATM addresses. A server, known as the ATMARP server, responds to queries from hosts for
internetwork layer addresses with an ATM address. By reducing one step in the process of setting up an ATM
connection for data transfer, RFC 2225 helps to minimize broadcast traffic in the subnet. The ATMARP server
provides this service to all IP end-stations that are directly attached to the ATM network in a Logical IP Subnet (or
LIS, the scope of which is defined in RFC 2225). RFC 2225 applies only to IP, while LANE supports all
internetwork layer protocol.

1.3 MARS

Rounding out the suite of protocols for ATM internetwork layer is the IETF's MARS (Multicast Address Resolution
Server) specification. MARS is used to resolve internetwork layer multicast and broadcast addresses to either a list
of ATM addresses, or to the ATM address of a Multicast Server (MCS) that is responsible for distributing the data to
the appropriate end-stations. A MARS serves end-stations in a MIAR&, which is currently equivalent to a LIS.
Further study is required before the scope of a cluster is extended beyond a LIS.
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1.4 RFC 1483

RFC 1483, Multiprotocol Encapsulation over AALS5, describes encapsulation mechanisms that higher layer protocols
can use for transport using ATM Adaptation Layer 5. Dataon ATM V CCs established using any of the above
methods may be encapsulated using the formats described in RFC 1483.
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Appendix IV.  Ambiguity at the Edge
[Infor mative]

IV.1 Ambiguous Encapsulation Information At The Egress MPC

In certain network configurations, traffic associated with two or more distinct flows of data can converge at asingle
node within the network and be expected to diverge again on leaving this node. In atypical store-and-forward
devicein a network, this would present no problems. The device would either make forwarding decisions based
internetwork-layer information (e.g., in arouter or layer-3 aware switch), or it would leave layer 2 headers intact
(e.g., inabridge).

Because data arriving on an MPOA shortcut VCC does not include an I SO layer 2 header, the impact of temporarily

merging distinct data flows may result in aneed for distinct cache impositions for each dataflow. Merging of flows

at the last-hop ATM/MPOA router (MPS) prior to the egress MPC, this router’s next hop(s) or only at the egress
MPC itself would result in the use of multiple distinct DLL headers for a given internetwork-layer destination.
Because the egress MPC is required to prepend the correct DLL header to each data packet received on a shortcut
VCC prior to forwarding it on an appropriate port, the egress MPC must be able to distinguish flows using more than
the internetwork-layer destination.

IV.2 Resolving Egress Ambiguity

An egress MPC is able to detect when such an ambiguity occurs because it receives a new cache imposition (with a
new cache ID) that has the same layer 3 destination and source ATM address as one of its existing cache entries, but
a different next hop DLL header. At this point, an MPC implementation should assume that the ingress MPC (or
NHC) will re-use a shortcut VCC associated with the existing cache entry. Therefore, the egress MPC must take
some action to ensure that it will be able to distinguish packets arriving on such VCCs and make the correct
association of cache and flow.

Assuming that the egress MPC is not an active router or layer 3 switch (i.e. it does not have co-resident MPS), the
actions that it might take are:

» refuse the cache imposition (force the flow associated with the newer cache to continue to use default
forwarding),

e return a distinct ATM address for the new cache imposition or

e assign a tag value in the cache acknowledgment.

The latter option may be used only if the cache imposition includes an MPOA egress cache tag extension indicating
that the ingress is prepared to receive a tag in its response and use the tag for all frames transmitted on the shortcut.
This is not the case, for example, if the “ingress” is a standard NHC.

IV.3 Ambiguity At The Ingress

The combination of ambiguous use of shortcut VCCs and data-plane purge results in the potential for ambiguous
purge messages being received over a shortcut VCC. This will result either when an egress MPC is using tags to
distinguish flows or when a single VCC is used to carry several flows and the VCC terminates at an ATM router

(NHS or MPS) - which may or may not use tags to distinguish flows. In the worst case, the ingress MPC is forced to
be conservative in purging cache entries and reissue MPOA Resolution Request(s) for the layer 3 destination address
associated with the purge message received.
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Appendix V MPOA-friendly NHRP implementations
[Infor mative]

This appendix lists some optional extensions and procedures that an NHC/NHS may wish to implement for more
efficient interoperation with MPOA devices. These features are not needed for interoperation between NHRP and
MPOA devices, but in some cases efficiency may be improved.

support the use of the MPOA egress cache tag extension

support the use of the ATM Service Category extension

always include a non-zero value for MTU sizein a Resolution Reply

support CPCS-SDU size negotiation during signalling

use the same address for Source Protocol address in Resolution Request and shortcut VCC
accept control packets on shortcuts (for example,the data plane purge can be sent to an NHC).

oukrwbhpE

Note that the NHRP specification requires correct processing of a purge message received on any V CC; therefore,
MPOA data plane purges will be handled correctly.
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Appendix VI.  MPOA Requirements for Co-Located LEC

[Infor mative]

To support the MPOA device discovery mechanism described in Section 4.2, LECs must support the functionality
described in this section that is not defined in [LANE].

VI.1 Support MPOA Device Type TLV Association

LANE alowsthe use of multiple ATM addressesby a LEC. The MPOA Device Type TLV is associated with an
ATM address of the LEC and, therefore, all MAC addresses behind it. The LE_ ASSOCIATE.request interface
defined in LANE only supports association of TLVswith single LAN_Destination address. For an MPS in arouter
with alimited number of MAC addresses, it may be feasible to individually associate the MPOA device type TLV
with each of these MAC addresses; however, for an MPC in a bridge that dynamically learns alarge number of MAC
addresses, it isnot likely feasible to individually associate the MPOA device type TLV with each of these
dynamically learned MAC addresses. To support the MPOA learning, a LEC should allow the MPOA component to
associate the MPOA Device Type TLV with an ATM address and all of the LAN Destinations behind it.

To further facilitate learning, the MPOA Device Type TLV should be carried in all LE_ARP requests originating
from a LEC that usesthe ATM address associated with the MPOA Device Type TLV asthe source ATM addressin
the LE_ARP.

VI.2 Support for LECs that do Source Learning

Itispossible for LECsto learn MAC-to-ATM address mappings by observing data flowing over a LANE Data
Direct VCC. When the LEC sees a new source MAC address, it can add the MAC-to-ATM address mapping to its
LE_ARP cache. Thistype of source learning can defeat the MPOA device discovery process unless the MPOA
Device Type TLV is associated with the learned MAC addresses properly.

To properly associate the Device Type TLV with learned MAC addresses, a LEC needs to abide by the following
rules:

1. For each source ATM address from which a LEC is performing source learning, the LEC must issue at least one
LE_ARP_REQUEST for alearned MAC address to determine the MPOA device type of the LEC with the ATM
address.

2. The MPOA Device Type TLV received in an LE_ARP_RESPONSE must be associated with all MAC
addresses subsequently learned to be associated with the ATM addressin the LE_ ARP_RESPONSE and not just
the MAC addressinthe LE_ARP_RESPONSE.

3.  AnLEC that receives an indication of a change of MPOA device type for one MAC address must assume that
this change effects all the MAC addresses |earned from the same ATM address.

VI.3  Support for LLC Multiplexing

When LLC multiplexing is used, the MPOA device type is associated with the <ELAN-ID,LLC-MUXED-
ADDRESS> pair, instead of just the ATM address as described above.
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Appendix VI MPOA 1.1 Tip Sheet
[informative]

Thistip sheet isintended to give some further useful information for implementors of MPOA 1.1.

Vil.1 MPS Multinetting

After the completion of the MPOA 1.0 MIB as af-mpoa-0092.000, it was noted that the MIB does not allow a
particular configuration (in the following referred to as"MPS Multinetting"), which is not explicitly precluded by
MPOA 1.0. It was therefore agreed to correct the MIB accordingly within the context of MPOA 1.1. This Appendix
gives some background on the particular "MPS Multinetting” configuration. It should be noted that the use of MPOA
1.1 together with MPOA 1.0 MIB (according to af-mpoa-0092.000) will result in related restrictions for MPS
multinetting as shown below.

MPS Multinetting refers to a configuration, where a single MPS with one control ATM address uses multiple MAC
addresses on which MPCs can perform flow detection. Such a configuration may be useful in certain scenarios, e.g.
in cases where an MPS uses two different |P addresses, but only one control ATM address. A typical scenariois
shown by the following Figure:

MPS

MAC1-1P1 MAC2-1P2

ELAN

MPC

Figure 44: MPS Multinetting

The MPOA 1.0 MIB [af-mpoa-0092.000] precludes such a configuration since the mpcM psMacAddressTable
therein is used to only represent a SINGLE MPS MAC address which is used by the MPC in flow detection. In order
to no longer preclude MIB support for MPS multinetting, i.e. that MPCs can use more than one MPS MAC address,
the MPOA 1.1 MIB therefore corrects this as follows:

- The entire mpcM psMacAddressTable of MPOA 1.0 MIB is obsoleted, i.e. the status for the Table, Entry ,

Index and Objects will be changed from "current” to "obsolete”. This means that the
mpcM pSMacAddressT able should no longer be supported by existing applications.
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- A new table with more appropriate descriptions and the ability to have multiple MPS MAC Addresses for
the same MPC, its MPS, and Leclndex has been added. Thistableiscalled:
"mpcM psMultipleMacAddressTable".

VIl.2 Address Indications in NHRP Ingress Cache Purge

This section outlines why the NHRP Ingress Cache Purge Request / Reply (between I-MPS and 1-MPC) indicates the
I-MPS internetwork layer addressin the " Source Protocol Address Field" (see section 5.3.12, and Annex B). This
indication is related to the following scenario / task:

An MPS (MPS-b) is connected to a co-located MPC/MPS with the same ATM address for MPC and MPS,
and with shared V CCs between the colocated MPC and MPS. This MPS (MPS-b) shall be able to
distinguish between an NHRP Ingress Cache Purge Reply (from the MPC) and an NHRP Purge Reply (from
the peer MPS/NHS = MPS-C).

The following figure illustrates this scenario which might have occured in MPOA 1.0:
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MPS-a : MPS MPS-b : MPS MPS-c : MPS MPC : MPC
J‘ .
1: routingChange( )

2: purgeRequest(src=MPS-a, id=100) Same device:
ATM address
and VCC

3: forwardNhrpPacket( ) shared
4: purgeRequest(src=MPS-a, id=100)

5:p

[=

geReply(src=MPS-a, id+100)

\

How does
MPS-b tell
6: routingChange( ) these apart?

P

7: purgeRequest(src=MPS-a, id=101)

8: reoriginateNhrpPurge( )

9: purgeRequest(sfc=MPS-a, i

10: purgeReply(sresMPS-a, id=100)

Figure 45: Simultaneous NHRP Purge Replies with same Request ID in MPOA 1.0

(Acronyms: "src" — source address information, "id" — Request ID)

In this example, MPS-b has received an NHRP purge request (7) with a request ID = 101 from its peer MPS (MPS-
a). Acting as Ingress MPS for this request, it reoriginates the request as an NHRP Ingress Cache Purge request (9) to
the MPC and selects Request ID = 100. MPS-b may also have received another NRHP purge request (2) with the
Request ID = 100 which it forwards (4) to MPS-c. Acting as transit NHS in this case, it does not change the Request
ID and also uses Request ID = 100 for the forwarded NHRP purge request (4).

Since the Request ID = 100 is used in both cases, the Request ID can't be used by MP $wuistdisttween the
NHRP purge replies it gets back from the MPC and MPS-c. Further, since the co-located MPC and MPS-c use the
same ATM address and share VCCs, neither the ATM address nor the VCC can be used for this purpose. Therefore,
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the indication of its own (I-MPS-) internetwork layer address as the Source Protocol address in case of the
reoriginated NHRP Ingress Cache Purge Request (9) is ameans to allow MPS-b to distinguish the related reply of
the MPC (10) from the NHRP purge reply of MPS-c (5) where the E-MPS internetwork layer address (in this case:
of MPS-a) isindicated instead as the Source Protocol address.

Within MPOA 1.1, it istherefore required that the I-MPS Protocol Addressis indicated as the Source Protocol
Address in the NHRP Ingress Cache Purge Request / Reply messages to/from the MPC (src=MPS-b, instead of
src=MPS-a in MPOA 1.0, for messages (9) and (10) in the example above). Implementors should note that in
sections 5.3.12 and Annex B.2 and B.3, not only the Source Protocol Address field has been changed from MPOA
1.0; in order to achieve a harmonized approach, also the Destination Protocol Address field and the Source NBMA
Address field have been modified accordingly.

In general, it isrequired that an MPS all ocates unique Request IDs for all NHRP Purge Requests for which it
indicates its own internetwork layer address as the Source Protocol address (i.e. initsrole as either E-MPSor |-
MPS).

Since an NHRP Ingress Cache Purge Reply — unlike in MPOA 1.0 - does not include the internetwork layer address
of the E-MPS,; it is also recommended that an I-MPS stores the internetwork layer address of an E-MPS which was
included in a received NHRP purge request for the case that it has to map a related NHRP Ingress Cache Purge
Reply from an MPC to an NHRP purge reply towards that E-MPS.
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