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1. Introduction
[Informative]

Internetwork layer protocols such as 1P, IPX and AppleTalk use routers to allow communication across subnet
boundaries. Subnets are often built using LAN technologies, Ethernet and Token Ring being the most popular.

The ATM Forum’s LAN Emulation LANE provides Emulated LANs (ELANS) that emulate the services of Ethernet
and Token Ring LANs across an ATM network. LANE provides many benefits including interoperation with
Ethernet and Token Ring hardware and software, allowing a subnet to be bridged across an ATM/LAN boundary.
LANE alows asingle ATM network to support multiple ELANS. By using ELANS, internetwork layer protocols
may operate over an ATM network in essentially the same way that they operate over Ethernet and Token Ring
LANs. While LANE provides an effective means for bridging intra-subnet data across an ATM network, inter-subnet
traffic il needs to be forwarded through routers.

The |IETF Internetworking Over NBMA Networks (10N) Working Group’s Next Hop Resolution Protocol (NHRP)
[NHRP] and Multicast Address Resolution Server (MARS) [MARS] protocols also allow internetwork layer
protocols to operate over an ATM network. These protocols allow the ATM network to be divided into ION

Subnets, also known as Logical | P Subnets (L1Ss) or Local Address Groups (LAGS). Routers are required to
interconnect these subnets, but NHRP allows intermediate routers to be bypassed on the data path. NHRP provides
an extended address resol ution protocol that permits Next Hop Clients (NHCs) to send queries between different
subnets. Queries are propagated by Next Hop Servers (NHSs) along the routed path as determined by standard routing
protocols. This enables the establishment of ATM VCCs across subnet boundaries, allowing inter-subnet
communication without requiring routers in the data path.

Even with both LANE and NHRP, a common situation exists where communicating LAN devices are behind LANE
edge devices. MPOA alows these edge devices to perform internetwork layer forwarding and establish direct
communications without requiring that the LANE edge devices be full function routers.

1.1 What is MPOA?

The goal of MPOA isthe efficient transfer of inter-subnet unicast datain a LANE environment. MPOA integrates
LANE and NHRP to preserve the benefits of LAN Emulation, while allowing inter-subnet, internetwork layer
protocol communication over ATM VCCs without requiring routers in the data path. MPOA provides a framework
for effectively synthesizing bridging and routing with ATM in an environment of diverse protocols, network
technologies, and IEEE 802.1 Virtual LANSs. Thisframework isintended to provide a unified paradigm for
overlaying internetwork layer protocols on ATM. MPOA is capable of using both routing and bridging information
to locate the optimal exit from the ATM cloud.

MPOA allows the physical separation of internetwork layer route cal culation and forwarding, a technique known as
virtual routing. This separation provides a number of key benefits:

1. It alows efficient inter-subnet communication;

2. Itincreases manageability by decreasing the number of devices that must be configured to perform
internetwork layer route calculation;

3. Itincreases scalability by reducing the number of devices participating in internetwork layer route
calculation;

4. It reduces the complexity of edge devices by eliminating the need to perform internetwork layer route
calculation.

MPOA provides MPOA Clients (MPCs) and MPOA Servers (MPSs) and defines the protocol s that are required for
MPCs and MPSs to communicate. MPCs issue queries for shortcut ATM addresses and receive replies from the
MPS using these protocols.

MPOA also ensures interoperability with the existing infrastructure of routers. MPOA Servers make use of routers
that run standard internetwork layer routing protocols, such as OSPF, providing a smooth integration with existing
networks.
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1.2 Services Required by MPOA

1. ATM Signaling [UNI 3.0, UNI 3.1, or UNI 4.0].
2. LANE 2.0 [LANE] (as defined in Section 3, Appendix D [LANE]).
3. Next Hop Resolution Protocol [NHRP.

12
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2. Terms and Definitions
[Informative]

2.1 Definitions

Control ATM Address:  The address used to set up an SV C to send control packetsto an MPOA component.

Control Flow:

Control Messages:

DataATM Address:

Each MPOA Component has a single Control ATM Address. The Control ATM address
may be different from the Data ATM Address.

A bi-directional flow of Control Messages between two MPOA Components.

NHRP and MPOA messages, and any other non-data message used by an MPOA
Component.

An ATM address used to set up ashortcut. This address may be different from the
Control ATM Address.

Data Flow: A uni-directiona flow of data packets to a single destination Internetwork Layer Address.

Data Plane Purge An NHRP Purge Message sent on the data plane (i.e. a shortcut) by an MPC.

Default Path: The hop-by-hop path between Routers that a packet would take in the absence of
shortcuts, as determined by routing protocols.

DLL Header: All headers before the Internetwork Layer packet. For example, an Ethernet frame DLL
Header includes the Destination MAC Address, the Source MAC Address, and the
Ethertype or length and 802.2 LLC/SNAP information.

Edge Device: A physical device capable of bridging packets between one or more LAN interfaces and
one or more LAN Emulation Clients. An Edge Device also contains one or more MPOA
Clients allowing it to forward packets across subnet boundaries using an Internetwork
Layer protocol.

Egress: The point where an Outbound Data Flow exits the MPOA System.

Egress Cache: The collection of Egress Cache Entriesin an MPC.

Egress Cache Entry: Information describing how Internetwork Layer packets from a particular Shortcut are to
be encapsulated and forwarded.

Egress MPC: An MPC initsrole at an Egress.

Egress MPS: The MPS serving an Egress MPC for a particular Outbound Data Flow.

Emulated LAN: See [LANE].

Flow: A stream of packets between two entities. Multiple flows may be multiplexed over a
single VCC.

Higher Layers: The software stack above MPOA and LANE, e.g. LLC, bridging, etc.

Inbound Data Flow:

A Data Flow entering the MPOA System.

Inbound Flow: Data entering the MPOA System.

Ingress: The point where an Inbound Data Flow enters the MPOA System.

Ingress Cache: The collection of Ingress Cache Entriesin an MPC.

Ingress Cache Entry: The collection of information dealing with inbound data flows. Thisinformation is used

to detect flows that may benefit from a shortcut, and, once detected, indicates the shortcut
V CC to be used and encapsul ation information to be used on the frame.
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Ingress MPC:
Ingress MPS:

Internetwork Layer:

LANE Service Interface;
MPC Service Interface:
MPOA Client (MPC):
MPOA Component:
MPOA Device:

MPOA Host

MPOA Server (MPS):

MPOA System
Outbound Data Flow:
Outbound Flow:
Protocol Address

MPOA Version 1.0

An MPC initsrole at an Ingress.
The MPS serving an Ingress MPC for a particular Inbound Data Flow.

The protocols and mechanisms used to communicate across subnet boundaries. E.g., IP,
IPv6, IPX, DECnet routing, CLNP, AppleTalk DDP, Vines, SNA, etc.

The interface over which a LEC communicates with an MPC.

The interface over which an MPC communicates with the Higher Layers.
A protocol entity that implements the client side of the MPOA protocal.
An MPC or MPS.

A physical device (e.g., router, bridge, or host) that contains one or more MPOA
components.

A host containing one or more LAN Emulation Clients allowing it to communicate
using LAN Emulation. An MPOA Host also contains one or more MPOA Clients
allowing it to transmit packets across subnet boundaries using an Internetwork Layer
protocol.

A protocol entity that implements the server side of the MPOA protocol. An MPOA
Server is co-located with a Router.

The set of inter-communicating MPOA Clients and MPOA Servers.
A Data Flow exiting the MPOA System.

Data exiting the MPOA System from a Shortcut.

An internetwork layer address.

Protocol Data Unit (PDU) A message sent between peer protocol entities.

Router

Routing Protocol:

Service Data Unit (SDU)
Shortcut

Target:

Tag:
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A device alowing communication across subnet boundaries using an Internetwork Layer
protocol. A Router maintains tables for Internetwork Layer packet forwarding and may
participate in one or more Internetwork Layer routing protocols for this purpose. A
Router forwards packets between subnets in accordance with these tables. When referred to
in this specification, a Router contains, one or more LAN Emulation Clients, one or
more MPOA Servers, one or more Next Hop Servers, zero or more Next Hop Clients,
and zero or more MPOA Clients.

A protocol run between Routers to exchange information used to allow computation of
routes. The result of the routing computation will be one or more next hops.

A message sent between an entity and its service user or service provider.
An ATM VCC used to forward data packets in lieu of the default routed path.
An Internetwork Layer Address to which a Shortcut is desired.

A 32 bit opague pattern that an Egress MPC may provideto an Ingress MPC. If aTag is
provided to an Ingress MPC by an Egress MPC, the Ingress MPC must include the tag in
the MPOA packet header for packets sent to the given MPC for the given internetwork
destination.
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2.2 Acronyms and Abbreviations

ARP
B-LLI
BCOB-C
BCOB-X
BUS
CIE
CPCS-PDU
DLL
ELAN
IE
IETF
INATMARP
ION

IP

IPX

L3
LANE
LEC
LECS
LES
LIS
LLC
MARS
MPC
MPOA
MPS
MTU
NBMA
NHC
NHRP
NHS
NLSP
OSPF
PCR
PDU
QoS
RIP
RSVP
SCSP
Sbu
SNAP
svC
TLV
TTL
VCC

Address Resolution Protocol

Broadband Low Layer Information

Broadband Bearer Connection Oriented Service Type C
Broadband Bearer Connection Oriented Service Type X
Broadcast and Unknown Server

NHRP Client Information Element

Common Part Convergence Sub-layer Protocol Data Unit
DataLink Layer

Emulated LAN

Information Element

Internet Engineering Task Force

Inverse ATM Address Resolution Protocol
Internetworking Over NBMA (Non-Broadcast Multi-Access)
Internet Protocol

Internetwork Packet Exchange

Internetwork Layer

LAN Emulation

LAN Emulation Client

LAN Emulation Configuration Server

LAN Emulation Server

Logical IP Subnet

Logica Link Control

Multicast Address Resolution Server

MPOA Client

Multiprotocol Over ATM

MPOA Server

Maximum Transmission Unit

Non-Broadcast Multi-Access (e.g. ATM, Frame Relay)
Next Hop Client

Next Hop Resolution Protocol

Next Hop Server

NetWare Link State Protocol

Open Shortest Path First

Peak Cell Rate

Protocol Data Unit

Quiality of Service

Routing Information Protocol

Resource ReSerV ation Protocol

Server Cache Synchronization Protocol

Service Data Unit

SubNetwork Attachment Point

Switched Virtual Channel Connection
Type-Length-Vaue Encoding

TimeTo Live

Virtual Channel Connection
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2.3 Normative Statements

The normative sections of this specification are Section 4, Section 5, and all Annexes. Throughout these normative
sections, normative statements are used as follows:

Table 1. Normative Statements

Statement Verbal Form
Requirement must/must not
Recommendation should/should not

Permission may

Theterm “may” isused to indicate that a particular procedureis allowed but not required. It isan implementation
choice. “may” isalso used to indicate allowed behaviors that must be accommodated.
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3. MPOA Description
[Informative]

MPOA is designed with a client/server architecture. MPOA Clients (MPC) and their MPOA Server(s) (MPS) are
connected viaLANE.

3.1 MPOA Components
There are two types of MPOA logical components: MPC and MPS.

Edge Device or

MPOA Host Router
MP_OA L3 Fvy MPOA NHS
ClienftFunctialn Server
Routing
LEC o ELAN LEC Functiag

Figure 1 The Components in an MPOA System.

3.1.1 MPOA Client (MPC)

The primary function of the MPC isto source and sink internetwork shortcuts. To provide this function, the MPC
performsinternetwork layer forwarding, but does not run internetwork layer routing protocols.

Initsingressrole, an MPC detects flows of packets that are being forwarded over an ELAN to arouter that contains
an MPS. When it recognizes aflow that could benefit from a shortcut that bypasses the routed path, it uses an
NHRP-based query-response protocol to request the information required to establish a shortcut to the destination. If
ashortcut is available, the MPC caches the information in its ingress cache, sets up a shortcut VCC, and forwards
frames for the destination over the shortcut.

Inits egressrole the MPC receives internetwork data frames from other MPCsto be forwarded to its local
interfaces/users. For frames received over a shortcut, the MPC adds the appropriate DLL encapsulation and forwards
them to the higher layers (e.g., a bridge port or an internal host stack). The DLL encapsulation information is
provided to the MPC by an egress MPS and stored in the MPC' s egress cache.

An MPC can service one or more LECs and communicates with one or more MPSs.

3.1.2 MPOA Server (MPS)

An MPSisthelogical component of arouter that provides internetwork layer forwarding information to MPCs. It
includes afull NHS as defined in [NHRP] with extensions as defined in this document. The MPS interacts with its
local NHS and routing functions to answer MPOA queries from ingress MPCs and provide DLL encapsulation
information to egress MPCs.

An MPS converts between MPOA requests and replies, and NHRP requests and replies on behalf of MPCs.

3.1.3 Examples of MPOA Enabled Devices
*  MPOA Edge Device (including the MPC, the LEC and a bridge port.)

*  MPOA Host (including the MPC, the LEC and an internal host stack.)
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e Router (including the MPS, which in turn includes an NHS; the LEC and the routing function)

There are other possibilities to create MPOA enabled devices, e.g. co-locating the MPS and MPC in the router and
thereby creating adevice that is capable of internetwork routing/forwarding and detecting flows and creating ATM
shortcuts for these flows.

3.1.4 Relationship Between LECs, MPOA Components, and MPOA Devices

As shown in Figure 2, there may be one or more MPCs in an edge device and one or more LECs associated with an
MPC; however, a given LEC may be associated with one and only one MPC.

Edge Device
MPC o o e MPC
LEC o . o LEC LEC o o . LEC

Figure 2 Relationship Between LECs, MPCs, and Edge Devices

Similarly, as shown in Figure 3, there may be one or more MPSs in arouter and one or more LECs associated with
an MPS; however, a given LEC may be associated with one and only one MPS.

Router
MPS o 0 MPS
LEC L4 . L4 LEC LEC . ° . LEC

Figure 3 Relationship Between LECs, MPSs, and Routers

3.2 Control and Data Flows

The MPOA solution involves a number of information flows, shown in Figure 4, that can be categorized as MPOA
control flows and MPOA data flows.

By default, al control and data flows are carried over ATM VCCs using LLC/SNAP [RFC 1483] encapsulation.
Configuration flows use the formats described in [LANE]. More detailed discussion of the information flowsis
contained in the area descriptionsin Section 3.3.
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Edge Device or

MPOA Host Router
MPC to MPS
MPOA[ L3 Fw Elow MPOA
. Y | | NHS
ClienfFunctiqln Servel
Routing
LEC ELAN LEC Functidf
A A
MPC to MPC Configuratiop g -~ g [Canfiguration MPS to MPS
Elow Elows Elows Elow
Y MPC to MPS -
MPOA[L3 Fw{ | Elow o] [MPOA [\is
ClienfFunctiq|n Server
Routing]
LEC ELAN LEC Functig
Edge Device or
MPOA Host Router

Figure 4 Information Flows in an MPOA System

3.2.1 MPOA Control Flows

3.2.1.1 Configuration Flows

By default, MPSs and M PCs communicate with the LAN Emulation Configuration Server (LECS) to retrieve
configuration information.

3.2.1.2 MPC-MPS Control Flows

MPC-MPS control flows are used for MPC cache management. The MPOA Resolution Request/Reply allows the
ingress MPC to abtain shortcut information. The ingress MPS may trigger the ingress MPC to make a request by
sending the MPOA Trigger Message. The MPOA Cache Imposition Request/Reply allows the egress MPS to give
the egress MPC egress cache information. Finally, either the egress MPC or an MPS may send a Purge message if
it discoversthat cached information has becomeinvalid.

3.2.1.3 MPS-MPS Control Flows

MPS-MPS control flows are handled by standard internetwork layer routing protocols and NHRP. MPOA does not
define any new MPS-MPS protocols. MPOA requires no new replication techniques and relies upon the standard
replication techniques provided by LANE and internetwork layer routing protocols.
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3.2.1.4 MPC-MPC Control Flows

An egress MPC may send a data plane purge to an ingress MPC if it receives misdirected packets from that MPC.
This message causes the ingress MPC to invalidate its erroneous cache information.

3.2.2 MPOA Data Flows

3.2.2.1 MPC-MPC Data Flow
MPC-MPC flows are used primarily for the transfer of data between MPCs over MPOA shortcut VCCs.

3.2.2.2 MPC-NHC Data Flows
An MPC may send unicast datato an NHC and an NHC may send unicast data to an MPC.

3.3 MPOA Operations
MPOA performs the following operations:

Configuration Obtaining the appropriate configuration information.
Discovery MPCs and MPSs learning of each others’ existence.
Target Resolution Determining the mapping of a Target to an egress ATM address, an optional

Tag, and a set of parameters used to set up a Shortcut VCC to forward packets
across subnet boundaries.

Connection Management Creating, maintaining, and terminating VVCCs for the purpose of transferring
control information and data.

Data Transfer Forwarding internetwork layer data across a Shortcut.

3.3.1 Configuration

MPCs and MPSs each require configuration. By default, MPOA components retrieve their configuration parameters
from the LECS. MPOA components must be capable of configuration viathe LECS, although they may be
administered to obtain their configuration by some other means. Other methods for obtaining configuration may
include manipulation of the MPOA MIB, or through unspecified mechanisms.

3.3.2 Discovery

To reduce operational complexity, MPOA components automatically discover each other using extensions to the
LANE LE_ARP protocol that carry the MPOA device type (MPC or MPS) and ATM address. Thisinformation is
discovered dynamically and used as needed. Thisinformation may change and must be periodicaly verified.

MPCs are not NHCs and do not register host internetwork layer addresses with NHSs using NHRP Registration.

3.3.3 Target Resolution

MPOA target resolution uses an extended NHRP Resolution Request protocol to allow MPCs to determine the
ATM address for the end points of a shortcut. In the following subsections, the protocol is described from the
perspectives of the ingress MPC, the ingress MPS, the egress MPS, and the egress MPC.

3.3.3.1 Ingress MPC Perspective

Aningress MPC learns the MAC addresses of MPSs attached to its ELANs from the device type TLVsin LE_ARP
responses. The MPC is required to perform flow detection, based on internetwork layer destination address, on
packets destined for these learned MAC addresses. Additionally, an MPC is permitted to perform other types of flow
detection. An example of thisisif the MPC is co-located with an MPOA host, it may "detect flows" based on
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higher-layer information readily available from the host. In addition, the MPC should issue a request to an MPS
from which it has received an MPOA Trigger (described in Section 4.7.2).

Default forwarding for the MPOA System is viarouters. When an MPC becomes aware of a particular traffic flow
that might benefit from a shortcut, the ingress MPC needs to determine the ATM address associated with the egress
device. Note that the terms ingress and egress apply even if both MPCs are part of MPOA hosts. To obtain the
ATM address for a shortcut, the ingress MPC sends an MPOA Resolution Request to the appropriate ingress MPS.
When this MPS is able to resolve the MPOA Resolution Request, areply is returned to the ingress MPC that
contains an ATM address of the egress device.

The reply may contain information in addition to the requested ATM address. An example of information that may
be included is encapsul ation/tagging to be used for data sent on this shortcut. Note that NHRP is specified in such a
way that only that information requested by the Resolution Request initiator may be included in the reply.

3.3.3.2 Ingress MPS Perspective

The ingress MPS processes MPOA Resolution Requests sent by local MPCs. The ingress MPS can answer the
request if the destination is local, otherwise it re-originates the request along the routed path through itslocal NHS.
Theingress MPS uses its internetwork layer address as the source protocol address in the re-originated request. .
This ensure that the reply is returned to the originating MPS. The MPS copies all other fields from the MPOA
Resolution request. In particular, the MPC’'sdata ATM addressis used as the source NBMA addressand all TLVs
are copied. The MPS generates a new Request ID for the re-originated request. The MPS must set the Sbitin the re-
originated request to zero so that downstream NHSs do not cache the association of the resulting internetwork layer
and ATM addresses.

On receiving areply to this re-originated request, the ingress MPS restores the Request 1D field and source protocol
address to the original values and returns an MPOA Resolution Reply to the ingress MPC.

3.3.3.3 Egress MPS Perspective

When an NHRP Resolution Request targeted for alocal MPC arrives at the egress MPS serving that MPC (the
MPS, in this case, is the NHRP "authoritative responder), the egress MPS sources an MPOA Cache Imposition
Request.

The MPOA Cache Imposition Request is generated by the egress MPS and sent to the egress MPC. It is part of a
cache management protocol that serves multiple purposes; the MPOA Cache Imposition Request provides
encapsulation and state maintenance information needed by the egress MPC, while the MPOA Cache Imposition
Reply provides status, address and ingress tagging information needed by the egress MPS to formulate the NHRP
Resolution Reply.

After receiving the MPOA Cache Imposition Reply from the egress MPC, the egress MPS sends an NHRP
Resolution Reply toward the request originator. Additional information requested by the ingress MPC (and included
in the MPOA Cache Imposition Request and MPOA Cache Imposition Reply messages) must be included in the
NHRP Resolution Reply as well.

3.3.3.4 Egress MPC Perspective

The egress MPC must send an MPOA Cache Imposition Reply for every MPOA Cache Imposition Request. To
formulate its reply, the MPC must determineif it has the resources necessary to maintain the cache entry and
potentially receive anew VCC. If the MPOA Cache Imposition Request is an update of an existing egress cache
entry, the resources are likely available. If the MPC cannot accept either the cache entry or the VCC that will likely
result from a positive reply, it sets the appropriate error status and returns the MPOA Cache Imposition Reply to the
MPS. If it can accept this cache entry, the MPC inserts an ATM address and, if present, may modify the MPOA
Egress Cache Tag Extension to be used by the ingress MPC in connection with this shortcut, sets a success status,
and sends the MPOA Cache Imposition Reply to the egress MPS.
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In some configurations, it is possible for an egress MPC to receive conflicting next hop forwarding instructions for
the same source ATM address and destination internetwork layer address pair (as described in Appendix 1V). If this
conflict occurs, the MPC must take one of the following actions so that packets are forwarded properly:

1. If thereisan MPOA Egress Cache Tag Extension present, the egress MPC may include an appropriate
tag (unique to the source-destination ATM address pair and internetwork layer destination address) in the
MPOA Cache Imposition Reply.

2. Return adistinct destination ATM addressin the MPOA Cache Imposition Reply (thus forcing the
requesting MPC to open anew VCC).

3. Refusethe cache imposition - indicating in an MPOA Cache Imposition Reply either that additional
shortcuts are not possible or that a shortcut for this particular flow is refused.

While the primary technical reason for including atag isto solve the egress cache conflict referenced above, itis
important to note that tags can also be used to optimize the egress cache lookup. This optimization can be achieved
by providing an index into the egress cache asthe tag. When the tag is an index into the cache, the cache search is
reduced to adirect cache lookup.

3.3.4 Connection Management

MPOA components establish VCCs between each other as necessary to transfer data and control messages over an
ATM network. For the purpose of establishing control VCCs, MPOA components learn of each others existence by
the discovery process described in Section 3.3.2. For the purpose of establishing data V CCs, MPOA components
learn of each others existence by the resolution process described in Section 3.3.3.

3.3.5 Data Transfer

The primary goal of MPOA isthe efficient transfer of unicast data. Unicast data flow through the MPOA System
has two primary modes of operation: the default flow and the shortcut flow. The default flow follows the routed path
over the ATM network. In the default case, the MPOA edge device acts as alayer 2 bridge. Shortcuts are established
by using the MPOA target resolution and cache management mechanisms.

When an MPC has an Internetwork protocol packet to send for which it has a shortcut, the MPOA edge device acts
as an internetwork level forwarder and sends the packet over the shortcut.

3.4 Routing Protocol Interaction

Routing information is supplied to MPOA viathe NHS and its associated routing function. MPSs interact with
NHSs to initiate and answer resolution requests. Ingress and egress NHSs (associated with MPSs) must maintain
state on NHRP Resolution Requests that they have initiated or answered so that they can update forwarding
appropriately if routing information changes. MPSs receive these updates from their co-located router/NHS and
update or purge relevant MPC caches as appropriate. Interactions between an NHS and internetwork layer routing
protocols are beyond the scope of this document.
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3.5 NHRP/ION Interaction
Router-NHS-1

Host-NHC-1 Host-NHC-2

ION

/ IP Subnet-2 \ \
P oo
o/ N
/ \
, / Router- ‘Router- \ \
, / MPS-1 MPS-2 \ \

EdgeDevice-
MPC-2

Host
MPC-1

MPOA/LANE
IP Subnet-1

MPOA/LANE
IP Subnet-3

NHC - Next Hop Client MPC - MPOA Client
NHS - Next Hop Server MPS - MPOA Server

€— — —P Short-cut VCC
Logical Connection

Figure 5 MPOA / ION Interaction

MPOA supports interoperation between MPOA devicesand NHRP-only devices. To the NHRP devicesin the ION
domain, MPCs appear to be standard NHCs. As shown in Figure 5, unicast shortcuts can be established between
MPOA devices and NHRP-only devicesin different P subnets. In particular, unicast shortcuts can be established
between MPOA hosts and NHRP-capable hosts and routers, and unicast shortcuts can be established between MPOA
edge devices and NHRP-capable hosts and routers. The one restriction related to MPOA/NHRP interoperability is
that MPOA devices and NHRP (and Classical 1P [CLIP]) devices must be on different subnets because intra-subnet
unicast and multicast between MPOA and ION devices are not specified in this document.

3.6 A Day in the Life of a Data Packet

A packet enters the MPOA System at the ingress MPC (MPC 1). The decision process that takes place relative to
each inbound packet at an MPC is outlined in Figure 8. By default, the packet is bridged via LANE to arouter. If
the packet follows the default path, it leaves the MPOA System viathe ingress MPC's internal LEC Service
Interface. However, if this packet is part of aflow for which a shortcut has been established, the ingress MPC strips

23



AF-MPOA-0087.000 MPOA Version 1.0

the DLL encapsulation from the packet and sends it via the shortcut. The MPC may be required to prefix the packet
with tagging information (provided to the MPC viatarget resolution process - Section 3.3.3) prior to sending it via
the shortcut.

Default Path

MPS 1 MPS § ,
Default P / @ . Default P

S
g

MPC 1 MPC 7

Shortcut
Figure 6 Example of a Day in the Life of a Packet

If no flow has been detected previously, each packet being sent to an MPS istallied by internetwork layer destination
address as it is being sent via LANE. When athreshold (given as a number of packets for a single internetwork layer
address in afixed period of time) is exceeded, the MPC is required to send an MPOA resolution request to obtain the
ATM address to be used for establishing a shortcut to a specific downstream element - most likely an egress MPC
(e.g. MPC 2).

On arriving via shortcut at the egress MPC, a packet is examined and either a matching egress cache entry isfound
or the packet is dropped. If amatch isfound, the packet is encapsulated using the information in the egress cache,
and it is forwarded to the higher layer.

Appendix | provides example scenarios for the data and control flows.
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4. MPOA Specification
[Normative]

MPOA uses a protocol based on the Next Hop Resolution Protocol [NHRP] to manage caches and establish
shortcuts. This section describes the MPOA protocol including all configuration parameters, initial and operating
states, and packet processing procedures. Section 4.1 describes all MPS and MPC configuration parameters and
procedures. Section 4.2 describes the procedure by which MPOA components automatically discover each other.
Section 4.3 describes the generic retry mechanism that MPOA components must use when retrying requests.

Section 4.4 describes detailed MPC Behavior, and section 4.5 describes detailed MPS Behavior. Section 4.6 describes
aKeep-Alive protocol by which MPCs detect the death of M PSs to ensure cache consistency. Section 4.7 describes
cache maintenance. Finally, Section 4.8 describes connection management.

4.1 Configuration Parameters

Sections 4.1.1 - 4.1.2.2 describe the MPOA configuration parameters and constants. The granularity for the
parameters and constants described is the same asis given in the tables.

4.1.1 MPS Configuration

Most MPS configuration information (such as what ELANSs to operate over) can be derived from the underlying
router configuration. Some additional configuration information is specific to the MPS.

4.1.1.1 MPS Parameters
The following parameters apply to each MPS:

Variable | Name Description and Values

MPS-p1 | Keep-Alive Time The MPS must transmit MPOA Keep-Alives every MPS-pl seconds.

Minimum=1 second, Default=10 seconds, M aximum=300 seconds.

M PS-p2 | Keep-Alive Lifetime The length of time an MPC may consider a Keep-Alive valid in seconds.

Minimum=3 seconds, Default=35 seconds , Maximum=1000 seconds
(MPS-p2 must be at least three times MPS-pl)

M PS-p3 | Internetwork-layer Protocols | The set of protocols for which MPOA resolution is supported.
Default ={}.

M PS-p4 | MPS Initial Retry Time Initial retry time used by the MPOA retry mechanism.

Minimum=1 second, Default=5 seconds, M aximum=300 seconds

M PS-p5 | MPS Retry Time Maximum | Maximum retry time used by the MPOA retry mechanism.

Minimum=10 seconds, Default=40 seconds, M aximum=300 seconds

MPS-p6 | MPS Give Up Time Minimum time to wait before giving up on a pending resolution
request.

Minimum = 5 seconds, Default = 40 seconds, Maximum = 300 seconds

M PS-p7 | Default Holding Time The default Holding Time used in NHRP Resolution Replies. An
egress MPS may use local information to determine a more appropriate
Holding Time.

Minimum=1 Minute, Default=20 Minutes, Maximum=120 Minutes

25




AF-MPOA-0087.000

4.1.1.2 MPS Constants

The following constants are used by MPSs.

MPOA Version 1.0

Constant

Name

Description and Values

MPS-cl1

Retry Time Multiplier

Vaue: 2

4.1.2 MPC Configuration

4.1.2.1 MPC Parameters
The following parameters apply to each MPC:

Variable | Name Description and Vaues

MPC- Shortcut-Setup Frame See parameter MPC-p2.

Pl Count Minimum=1, Default=10, Maximum=65535.

MPC- Shortcut-Setup Frame Time | If an MPC forwards at least MPC-p1l frames to the same target within

p2 any period MPC-p2 viathe default forwarding path, it should initiate the
procedure to establish a shortcut.. The MPC-pl and MPC-p2 parameters
specify a default mechanism for automatically detecting flowsin the
absence of other information. Other mechanisms (e.g. RSV P) may be
used in specific cases to override this default.
Minimum=1 second, Default=1 second, Maximum=60 seconds.

MPC- Flow-detection Protocols A set of protocols on which to perform flow detection.

p3 Default ={}.

MPC- MPC Initial Retry Time Initial retry time used by the MPOA retry mechanism.

p4 Minimum=1 second, Default=5 seconds, Maximum=300 seconds

MPC- MPC Retry Time Maximum retry time used by the MPOA retry mechanism.

P> Maximum Minimum=10 seconds, Default=40 seconds, Maximum=300 seconds

MPC- Hold Down Time Minimum time to wait before reinitiating a failed resolution attempt.

p6 Thisisusualy set to a value greater than MPC-p5.

Minimum=30 seconds, Default=M PC-p5* 4, Maximum=1200 seconds

4.1.2.2 MPC Constants

The following constants are used by MPCs.

Constant | Name Description and Values
M PC-c1 | Retry Time Multiplier Value: 2
MPC-c2 | Initial Keep-Alive Lifetime | Keep-Alive Lifetimeto use before the first Keep-Alive messageis

received.

Value: 60 seconds.
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4.2 Device Discovery

Discovery of control addresses of MPOA components is an essentia part of the MPOA system. It is hecessary for
the MPOA Client to know the MAC and ATM addresses of local MPOA Servers so that MPOA Requests may be
sent. The MPOA Server must know if an NHRP Request resolves to the ATM address of an MPOA Client so that
a cache imposition may be sent. Finally, MPSs sharing an ELAN must be able to discover each other to facilitate
the forwarding of NHRP messages. To this end, an MPOA Device Type TLV, defined in Section 5.2.3, isincluded
in the following LANE messages:

« LE_REGISTER REQUEST

« LE_REGISTER_RESPONSE

« LE_ARP_REQUEST

« LE_ARP_RESPONSE

«  TagetlessLE_ARP REQUEST

The information carried in the MPOA Device Type TLV includes the type of device (MPS, MPC, MPS/MPC, or
non-MPOA), MPS MAC addresses (if the type is MPS), and the respective control addresses. Each MPOA
component must register the MPOA Device Type TLV with each LEC on which it is configured.

4.2.1 Register Protocol

If aLEC isbeing served by an MPOA Server or Client, it must include the MPOA Device Type TLV in the
Register Request for the relevant MAC addresses. The LEC indicates the type of deviceinthe TLV.

If the LES has no existing entry for the MAC-ATM binding, it must register the new MAC-ATM binding with
MPOA ldentification information in its address table. However, if the LES has an existing entry for the specified
MAC-ATM binding, it must overwrite any existing MPOA |dentification with the new MPOA Identification.

If the status of an MPOA device changes, it should reguest each of its served LECs to send an Unregister Request to
the LES for each registered MAC address. After unregistering, the LEC should send a Register Request with the new
set of TLVsto the LES for each MAC address.

4.2.2 Address Resolution Protocol

Address resol ution requests and replies sent by a LEC with an ATM address that is associated with an MPOA device
must include the MPOA Device Type TLV (as described in Section 5.2.3). The TLV will indicate whether the
sending MPOA deviceisan MPOA Server, an MPOA client, or both. A LEC receiving an address resolution
request or response must update its MAC-ATM binding entry to reflect the MPOA Identification TLV.

If the status of an MPOA device changes, it should request each of its served LECsto send a
TARGETLESS LE ARP_REQUEST to the LES for MAC addresses previously included in an address resolution
response with the new set of TLVs.

4.2.3 Implications for Co-Located MPS, MPC and Non-MPOA Devices

A device may have one or more MAC addresses on aLANE LEC which are associated with an MPS or MPC in the
device, and one or more MAC addresses which are not. For example, a device may be both arouter and abridge. It
might have arouter MAC address associated with an MPS, but still respond to other MAC addresseswhichitis
bridging. Those bridged MAC addresses would not be associated with the MPS. As another example, a bridge with
an MPC might or might not want to associate the MPC with the MAC address it uses for SNMP traffic to the
bridge, itself.

Any MPOA device which hasaLEC that has a set of MAC addresses associated with an MPC, and a set of MAC
addresses not associated with any MPOA capability must have separate LEC ATM addresses (or sets of ATM
addresses) associated with those two sets of MAC addresses. No LEC ATM address given out with a non-MPOA
MAC address can also be given out for an MPC MAC address. This means that traffic for MPC MAC addresses and
non-MPOA MAC addresses cannot share the same VCC, but must be carried on separate VCCs. Thisisto allow
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other MPOA devices which are performing learning of MAC to VCC/ATM address bindings from LANE data
frames, to determine the correct MPOA capabilities of the MAC addresses |earned in this manner.

A router with a LEC that has a set of MAC addresses associated with an MPS, is not required to use a separate LEC
ATM address for the MPS MAC addresses. Instead it may share the LEC ATM address with MPC or non-M POA
MAC addresses. It may also choose to use a separate LEC ATM address and not share.

The ahility to shareis achieved by including the list of MPS MAC addressesin aDevice Type TLV in LANE
control messages sent pertaining to the LEC ATM address serving the set of MPS MAC addresses. For Requests
this means that the SOURCE-ATM -ADDRESS field contains the LEC ATM address, for Responses this means
that the TARGET-ATM-ADDRESS field containsthe LEC ATM address.

Note that if sharing is used, the list of MPS MAC addresses will be included in LANE control messages (as defined
in Section 4.2) issued for or on behalf of an MPC or non-MPOA MAC address served by that shared LEC ATM
address.

By including an explicit list of MPS MAC addresses in the Device Type TLV, other MPOA devices which are
performing learning of MAC to VCC/ATM address bindings from LANE data frames can determine the correct
MPOA capabilities of the MAC addresses |earned in this manner, even if aseparate LEC ATM addressis not used
for MPS MAC addresses. All MAC addresses learned that are not in the MPS list, are associated with either an
MPC or as not being MPOA capable, as determined by the capability associated with the VCC.

A device that is performing learning of MAC to VCC/ATM address bindings from LANE data framesis required to
perform at least one LE-ARP on at least one MAC address for every ATM address to which it has a Data Direct

V CC to discover the MPOA capabilities of the device at the other end of the VCC. It does this to associate the
correct MPOA capabilities with the MAC addresses it learnsin thisway. Thisrule meansthat, if a LEC acceptsa
Data Direct VCC from another device, and it hasno LE_ARP cache entry for that ATM address, and it then receives
data frames from that device, it must not simply learn the source MAC addresses from the frames and popul ate its
LE_ARP cache with that learned information. It may populate its LE_ARP cache in this manner, but it must, in
addition, issue an LE_ARP for one of those learned MAC addresses, and receive the reply, to find out whether the
associated ATM addressis or is not associated with an MPC or MPS,

Note that these arguments do not prevent an MPS and MPC in the same device from sharing acommon ATM
address for their non-LANE control connections. The MPOA packet formats are chosen so that messages for those
two entities cannot be confused. Furthermore, an MPS or MPC may share an ATM address with one used by one or
more of its LECs for MPS/MPC associated MAC addresses.

4.2.4 Change of Device Status

Note that, in order for the MPOA-aware devices to be able to trust just one LE_ARP request or response, adevice
must be careful when changing its configuration to start or stop an MPS or MPC, start or stop an associated LEC,
or associate a LEC with, or disassociate a LEC from, an MPS or MPC. There are a number of ways to notify other
MPOA-aware devices of a change in the configuration of an MPS, MPC, or associated LEC:

1. A LECor MPC or MPS may terminate ELAN membership and/or cease operations for a significantly longer
period than the maximum LE_ARP time-out period (5 minutesin [LANE]). Thisensuresthat information
about the device will age out.

2. A LEC may send one or more Targetless LE_ ARP_REQUESTSsto update other LECS' MPSIMPC
associations. Such a Targetless LE_ ARP_REQUEST may be sent more than once for reliability, and may be
sent each time an indication (such as an MPOA request sent to a device in which the MPC or MPSis no longer
active) isreceived that some other device is confused.

3. An MPC (MPS) may respond to an MPOA request with error code 0x86 (0x87), meaning, “this deviceis no
longer an MPC (MPS).”

Of all these methods, only the first is areliable means for a device to notify al other devices of achangeinits
configuration.
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4.3 MPOA Retry Mechanism

MPOA Requests may be retried if aresponse is not received within areasonable amount of time. The following
retry mechanism is defined for MPOA components when retrying request messages. While retrying afailed request,
the MPOA component must use the same Request 1d that was used in the initial request (if appropriate) . Retriesfor
failed requests must use the retry procedure as follows: Theretry procedure includes an initial time-out of MPS-
p4/MPC-p4 seconds, a retry multiplier of MPS-c1/MPC-c1, and a cumulative maximum time-out of MPS-
p5/MPC-p5. When an MPOA component sends a request, it sets a RetryTimer to the value of MPS-p4/MPC-p4
seconds. If acorresponding reply is not received before Retry Timer seconds have elapsed, the MPOA component
may send a new request (retry). Each time aretry is sent, the RetryTimer is set to Retry Timer* MPS-cI/MPC-cl. If
the value of RetryTimer exceeds the Retry Time Maximum (M PS-p5/MPC-p5), the request is considered to have
failed.

4.4 Detailed MPC Behavior

The MPC lies between a LANE LEC and its higher layers. Each LEC for which MPOA isenabled is associated with
exactly one MPC. Each MPC serves a set of one or more LECs, and has asingle MPC control ATM address. This
address may be the same as an ATM address used by one or more of its LECs. If there are multiple MPCs within a
device, each must serve adigoint set of LECs, and must use different MPC control ATM addresses. For example,
Figure 7 shows an MPOA edge device with asingle MPC and two LECs.

© O O LANSs

Bridge to ELAN [L Bridge to ELAN P
t \ F\ / / * Higher
: . Layers
MPC Service Interfa&e 1 |MPC Service Interfade 2

MP{A Clien/t (MP
( LANE LEC 1 : /

‘ 2
LANE LEC 2
ATM
Shortcut VCCs

Figure 7 MPOA Edge Device MPC Example
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For each LEC on which an MPC is to be enabled, the MPC supplies the LEC with the MPC'’s control ATM address
viathe MPOA Device Type TLV. Each LEC so naotified includes the MPC devicetype TLV in every LE_ARP
response which indicates to the recipient that an MPC is serving to the responding LEC, and indicates the control
ATM address of the MPC.

The MPC presents the same Service Interfaces to its higher layers as its associated LECs present to it, except that
the MPOA Device Type TLV may be stripped from the information provided to higher layers. An MPC analyzes
packets from the MPC Service Interfaces for flow classification, collects statistics, and redirects appropriate packets
to shortcuts. Non-redirected packets are passed on to the LEC Service Interface corresponding to the MPC Service
Interface over which the packet was received. Packets received from a LEC Service Interface are passed transparently
up to the corresponding MPC Service Interface. The difference between a LANE-capable bridge and an MPOA edge
deviceliesinthe MPC. Both LANE and bridging are outside the scope of MPOA.. The detailed behavioral diagram of
the MPC is shown in Figure 8. Note that the MPC sees only:

1. Packets sent by the higher layers of the MPC Service Interface destined for aLEC (i.e. the inbound data
flow);

2. Packetsreceived on a Shortcut Service Interface and relayed to the higher layers as if they came from a
LEC (i.e. the Outbound data flow);

Data packets received on a LEC Service Interface destined for the higher layers are passed without examination by the
MPC.
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Figure 8 MPC Data Path Processing Logical Block Diagram

4.4.1 MPC Configuration

MPCs must be capable of obtaining configuration information from an LECS. To obtain this configuration
information, the MPC sends a Configuration Request with a MPOA Device Type TLV identifying the device as an
MPC to the LECS. The LECS uses the same mechanism when mapping Configuration Requests with MPOA
Device Type TLVsto configuration information as it does for standard LEC requests. The LECS may use the
MPOA Device TLV to return only MPC specific TLVs. MPC TLV's may be returned by the LECS in any
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Configuration Response. MPC TLV's sent by the LECS override the default values of the corresponding MPC
parameters. If no MPC TLVs are returned, the MPC must use default or locally configured values.

The MPC may be configured to bypass the configuration phase and use default or locally configured parameters. An
MPC should retrieve configuration over only one of its LECs. MPC TLVs may be returned to aMPC’s LEC
during the LEC' s initialization phase. The MPC may use this information without issuing another Configuration
Request.

The TLV encodings of MPC configuration parameters are specified in Section 5.2.2.

4.4.2 Inbound Data Flow

All inbound packets (packets sent by the higher layers toward a LEC) are examined to see whether they have the
destination MAC address of an MPS. The MAC addresses of MPSs on EL ANs served by an MPC, and their
associated control ATM addresses, are known to the MPC through the discovery mechanism described in Section
4.2.

If detection is enabled for the protocol in the packet, the MPC examines the internetwork layer destination address of
the packet, and looks up that <MPS Control ATM Address, Internetwork Layer Address> tuple in itsingress cache.

It is important to note that, in a given MPC, more than one <LEC, MPS MAC address> tuple may map to the
same MPS Control ATM address because both the MPS and MPC may be on more than one ELAN, and the MPS
may have a different MAC address on each ELAN. Inthisinstance, LEC refersto aparticular LEC co-located with
the MPC. Flow detection and requests, therefore, are on a per <MPS Control ATM Address, Destination
Internetwork Layer Address> pair basis. Animplication of thisdesign is that when an MPS receives an MPOA
resolution request, it does not know which of the LEC interfaces the packets related to the request would have arrived
on; therefore, different inbound filters per interface cannot be supported with asingle MPS Control ATM Address.
To support per interface inbound filters, arouter must use a different MPS Control ATM Address (and therefore a
different MPS) per unique set of inbound filters.

The lookup process described above may be modeled as a two stage process:
1. <LEC, MAC> [ MPS Control ATM Address (from LE_ARP cache).
2. <MPSControl ATM Address, Destination Internetwork Layer Address> [0 Cache Entry.

The contents of the ingress cache are shown in Table 2.

Table 2 Ingress Cache

Keys Contents
MPS Control | Internetwork Layer Dest. ATM Encapsulation | Other information needed for control
ATM Address | Destination Address | Addressor VCC Information (e.g. Flow Count and Holding
Time)

If the <MPS Control ATM Address, Internetwork Layer Address> tupleis not found in the ingress cache, a new
ingress cache entry is created. The ATM address/VCC field isinvalidated, and the “count” field is set to 1 to count
the frame. The frame is then sent on to the LEC for output to the ELAN.

If the <MPS Control ATM Address, Internetwork Layer Address> tuple isfound, but the ATM address/V CC field
does not specify an operational VCC, then the packet is counted in the count field. The frame is then sent on to the
LEC for output to the ELAN.

By the time the count for a given <MPS Control ATM Address, Internetwork Layer Address> tuple exceeds the
configured threshold for number of packets (MPC-pl) sent within a configured time period (MPC-p2), then the MPC
isresponsible for sending an MPOA Resolution Request to the MPS to which the packet’s MAC destination address
is associated, requesting a shortcut. The MPOA Resolution Request, specified in Section 5.3.2.4.6, is very similar
to the NHRP Resolution Request. The main difference is that the source protocol address in the MPOA Resolution
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Request may be NULL, since the MPC may not have an internetwork-layer address. The MPOA Resolution
Request also must include an MPOA Tag TLV, should include an MPOA Service Category extension, and may
include additional extensions as specified in [NHRP]. Note that during the period of time between when the
threshold has been exceeded and a shortcut has been established, the MPC must limit the number of MPOA
Resolution Requests it sends for the destination as described in Section 4.4.6.1.4.

If the <MPS Control ATM Address, Internetwork Layer Address> tupleisfound in the ingress cache, and the ATM
address/V CC field specifies an operational shortcut, then the packet’s DLL encapsulation is stripped, the packet is
encapsulated in the appropriate internetwork layer encapsulation (as defined in Section 5.1), and the packet is sent
over the specified shortcut. The ingress MPC may receive padded frames. The ingress MPC may strip padding, or
forward the frame with padding included.

4.4.3 Outbound Data Flow

Before an egress MPC can forward any packets, it must have received an egress cache entry from an egress MPSin
an MPOA Cache Imposition Request. When an MPS determines that it must impose an egress cache entry on an
MPC, as described in Section 4.5.2.2, the MPS sends an MPOA Cache Imposition Request to the MPC. The
egress MPC must send an MPOA Cache Imposition Reply for every MPOA Cache Imposition request. To
formulate its reply, the MPC must determineif it has the resources necessary to maintain the cache entry and
potentialy receive anew VCC. If the MPOA Cache Imposition is an update of an existing egress cache entry, the
resources are likely available. If the MPC cannot accept either the cache entry or the likely resulting VCC, it sets
the appropriate error status and returns the MPOA Cache Imposition Reply to the MPS. If it can accept this cache
entry, it constructs an MPOA Cache Imposition Reply message. The MPOA Cache Imposition message includes
an MPC data ATM address and a success status. The MPOA Egress Cache Tag Extension may aso be included in
the reply if it was included in the Cache Imposition Request. |If an MPOA Service Category extension is present in
a Cache Imposition Reguest, the egress MPC must set the Service Category extension in its Cache Imposition
Reply to indicate the Service Categories supported by the egress MPC. If the MPOA Original Error Code TLV was
in the request, the egress MPC must set it to the value as is set in the Cache Imposition Reply.

For al packets received on a shortcut, the egress MPC searches its egress cache for amatching entry. A cache hit is
defined as a match on two main keys (source/destination ATM address pair, internetwork layer destination address)
and/or one optional key (tag). In the non-tagged case, the source/destination ATM address pair is used as akey
because it is possible for packets for a given internetwork layer destination to be forwarded to different next hops
based on where they came from (see Appendix V).

The specific cache structure and lookup order isimplementation dependent. The contents of the egress cache are
shown in Table 3.

Table 3 Egress Cache Without Tags

Keys Contents
Internetwork Layer Source/Dest. ATM Addresses LEC | DLL heeder | Other information needed for
Destination Address control (e.g. Holding Time)

An egress MPC may optionally use atag for an egress cache entry. The tag may be used as the entire key, or as part
of the key, to locate the relevant egress cache entry for a packet received on a shortcut VCC. Theingress MPC
treats the tag as an opaque data string to be prepended to outgoing data frames.

If there are multiple egress cache entries that use the same source ATM address and internetwork layer destination
address, but different DLL headers, then by using a different tag value for each one a unique key can be determined.
An alternative method is to use a different destination ATM address, which also resultsin a unique key. An egress
MPC may choose to associate a distinct tag value with every egress cache entry. In this case the egress cache entry
can be determined by using the tag field alone.

Because an explicit indication of the internetworking protocol is not carried in packets using the tagged encapsulation
on shortcut VCCs, an egress MPC must be able to determine the protocol from the egress cache entry retrieved
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using the tag. The set of tag values used for different protocol address families, for a given source/destination ATM
address pair, must therefore be distinct.

Table 4 Egress Cache With Tags
Keys | Contents
Internetwork Layer Source/Dest. ATM Tag I LEC DLL Other information needed for
Destination Address Addresses header control (e.g. Holding Time)

If an entry matching a packet received on a shortcut is not found in the egress cache, the packet is discarded, the error
is counted, and the egress MPC initiates the Data Plane Purge process described in Section 4.7.2.3. If thereisa
cache hit, but the MAC destination address (from the DLL header) is not present in the LEC's C6, C8, C27, C30
variables, the egress MPC may continue to forward packets to the bridge asif they came from the LEC interface for
up to 30 seconds to allow normal bridge flooding and learning proceduresto occur. If the condition does not change
within the 30 seconds, the egress MPC must invalidate the cache entry and send an MPOA Egress Cache Purge
Request (See Section 4.7.1.6) to the MPS that imposed that egress cache entry.

If the VCC and internetwork layer destination address are in the cache, and theindicated LEC is fully operational,
then the DLL header in the egress cache is attached to the internetwork layer packet, and the resultant frame is passed
to the MPC serviceinterface asif it arrived from the LEC. This DLL header comprises all octets preceding the start
of theinternetwork layer packet. The egress MPC may receive both padded and unpadded internetwork layer PDUS;
therefore, the egress MPC may have to add padding to comply with the minimum frame size of the egress ELAN

type.

The DLL header for the 802.3 format requires alength field indicating the length of al fields, starting withthe LLC
field, and including the IP packet. Therefore, the egress cache DLL header type is not transparent to the egress MPC.
The egress MPC must parse the egress cache DLL header at least once, to determine that the length field is present,
and must insert the correct value for the length of each outbound packet. Similarly, for inbound packets, the MPC
must parse the frame to find the | P packet and check the validity of the length field, and then must perform the
transformation to the shortcut format.

4.4.4 Cache Management

Theingress and egress caches are completely separate. Creation, deletion, or alteration of an entry in one cache does
not imply any consequences for the other cache.

4.4.4.1 Ingress Cache Entry Creation and Management

Aningress MPC examines all packets destined for MAC addresses that belong to MPSs. When it detects a packet
destined for an internetwork layer destination for which it does not aready have a cache entry, it creates a new ingress
cache entry for that internetwork layer destination. When the MPC detects a flow to a given internetwork layer
destination, it sends an MPOA Resolution Request. When an MPOA Resolution Reply is received, the
internetwork layer destination address, destination ATM address, source holding time, and MPOA Egress Cache Tag
Extension (if present) are used to complete the ingress cache entry. If areply is not received, the MPC should use
the retry procedure defined in Section 4.2.3.

Any existing VCC may be used for data forwarding if its source and destination ATM addresses match those in the
MPOA Resolution Reply, and the VCC signaling parameters are suitable. Otherwise, the ingress MPC must signal
the creation of anew V CC before the shortcut can be used.

Ingress cache entries are aged using the source holding time from the latest MPOA Resolution Reply received for the
corresponding internetwork layer destination address. Ingress cache entries may be withdrawn by the ingress MPS or
deleted by the ingress MPC at any time for local reasons.
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When an ingress MPC receives an NHRP Purge Request it must stop using the shortcut for packets destined to the
specified internetwork layer destination address. It may issue anew MPOA Resolution Request immediately, or it
may wait and use local information to determine when to query again.

To prevent active cache entries from aging out, ingress MPCs should issue new MPOA resolution requests to refresh
these active cache entries at some time prior to the expiration of the holding time. For example, an MPC may
choose to refresh active cache entries by sending a new resolution request after two thirds of the holding time has
expired.

4.4.4.2 Egress Cache Entry Creation and Management

When an MPS determines that it must impose an egress cache entry on an MPC, the MPS sends an MPOA Cache
Imposition Request to the MPC. The MPC uses the cache ID (in the MPOA DLL Header Extension) and the egress
MPS control ATM address as the key to find and/or create an egress cache entry.

Egress cache entries are created with a holding time provided by the egress MPS. The entry must not be used beyond
the egress holding time. If an egress cache imposition with anon-zero holding time is received for an existing cache
entry, the egress MPC must update the egress cache entry. If an egress cache imposition with azero holding time is
received for an existing cache entry, the egress MPC must stop using the entry.

An egress MPC may find that it must discard packets received over a shortcut because the egress cache entry has
become invalidated. The details of why a LEC no longer servesaLAN destination, or why an MPC views an egress
cache entry asinvalidated is a matter local to the MPC. An example would be an edge device that incorporates a
bridge running the 802.1D spanning tree protocol, that finds that a packet received over a shortcut is due to be sent
over aport that is not in the forwarding state, or is due to be sent back out the LEC port associated with the shortcut
that the packet arrived on. This situation could occur due to a bridge topology change. Such a change might result in
an edge device no longer being the correct edge device for agiven internetwork layer destination address.

The definitions of the configuration and run-time variables controlling a LEC provide the means for specifying these
conditions exactly. The LAN destinations served by a LEC are the union of the LAN destinationsin the LEC's
variables Loca Unicast MAC Address(es) C6, Local Route Descriptor(s) C8, Remote Unicast MAC Address(es)
C27, and Remote Route Descriptor(s) C30. Whenever a packet is received over a shortcut, the egress cache entry for
that packet specifies the receiving LEC, and suppliesthe DLL encapsulation . If this destination MAC Address or
route descriptor is not present in the LEC's C6, C8, C27, and C30 variables, then the egress cache entry isinvalid
and the MPC should initiate a purge.

Note that this follows normal LANE usage for answering LE_ARP_REQUESTS. No egress cache entry can be
created if the destination MAC Address or destination Route Descriptor is not in the four LEC variables listed above,
because the LEC would not answer an LE_ARP_REQUEST for that LAN destination. If the LEC would not answer
an LE_ARP_REQUEST for the LAN destination, the router would not send that packet to that edge device via
LANE, and hence the MPC has no business forwarding the packet.

If an egress MPC detects that an egress cache entry isinvalid, it must inform the MPS that imposed the egress cache
entry as described in Section 4.7.1.6. If the MPC has lost contact with the MPS, it should initiate a Data Plane
Purge as described in Section 4.7.2.2.

4.4.5 LAN-to-LAN Flows Within the Same MPOA Device

An MPOA device must be able to handle the case where it is both the ingress MPC and the egress MPC for agiven
dataflow. A simple implementation of this specification would cause the device to set up aVCC to itself.
Although this simple implementation will work correctly, a more efficient implementation may build an internal
shortcut and bypass the ATM network.
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4.4.6 Control Information in MPC Caches

4.4.6.1 Ingress Cache

The control information required for maintaining ingress cache entries can be further divided into sub groups based on
the function they are serving. The main control functions are State, Connection, Aging, Retry, Usage and Purge.

4.4.6.1.1 State Information

Thefollowing isalist of information that is needed to maintain the state of an ingress cache entry. The shortcut
state information is separated from the VCC state information.

»  Shortcut Entry State - Indicatesif thisis entry isin Resolving/Resolved/Invalid states.

*  Shortcut VCC State - Indicatesif the shortcut VCC is Open/Closed.

* Ingress MPS Control ATM Address - This is the address of the ingress MPS to which the MPOA
Resolution Request is sent.

* Last NHRP CIE Code — Thisisthelast CIE code received in a MPOA Resolution Reply. Tracking the
last error aids in debugging.

o Last Q.2931 Cause Value —Thisisthe last cause value received in a Q.2931 Release. Tracking the last
error aidsin debugging.

4.4.6.1.2 Connection Information
The packet forwarding function generally uses the VPI/V CI information, but there are other pieces of information
that need to be maintained.

e ATM Address of EgresssMPC - Thisisthe address used as the Called Party Address while setting up a
shortcut VCC.

e Service Category - If an ATM Service Category Extension was received in a MPOA Resolution
Reply, it should be saved to be used while setting up shortcut VCCs.

4.4.6.1.3 Aging Information
The MPOA Resolution Response returns a Holding Time that is the time for which the information returned in the
response isvalid. Thisinformation is used to age the entry once it is Resolved.

Thisfield can be implemented in different ways; for example, it could be counted down to 0 based on a periodic timer
or it could be set to the time at which this entry should be removed.

4.4.6.1.4 MPOA Resolution Request Retry

MPOA Resolution Requests may beretried if aresponse is not received within areasonable amount of time. These
retries must use the MPOA retry mechanism described in 4.2.3. In addition, if the request fails, a new resolution
request for the same flow must not be issued for the duration of the Hold Down Time (MPC-p6).

The following information pertains to retries of MPOA Resolution Requests:

e Request Id - The Request Id that was used in an outstanding request, this should be reused for
subsequent retries.

e RetryTime - This variable tracks the number of seconds that an MPC must wait before retrying a
resolution request.

While attempting to resolve an address, an MPC may decided at any time that a shortcut is no longer needed and
terminate the retry procedure.

4.4.6.1.5 Usage

36



MPOA Version 1.0 AF-MPOA-0087.000

There needs to be a count of the usage of a particular ingress cache entry for forwarding packets. This count is used
primarily to do MPOA flow detection, but can also be useful for management and for maintaining lists for recycling
cache entries when the system runs out of memory resources.

e Packets Forwarded - Number of packets that were forwarded using this cache entry.

4.4.6.2 Egress Cache

The control information contents of an egress cache entry can also be grouped based on the functions they serve. The
different functions are State, Connection, Aging, Usage and Purge.

4.4.6.2.1 State Information

The state information consists of fields that are used to maintain the state of a shortcut. The state information of the
entry is kept distinct from the actual VCC state.

e Shortcut Entry State - Thisfield can be Resolved/Purge/Invalid. Packets received over shortcut VCCs
are forwarded only when the entry isin the Resolved state

e Egress MPS Control ATM Address - Thisfield is used to identify the MPS that imposed this cache
entry. It is used for subsequent communication with the egress MPS for sending Egress Cache Purges.

e Cacheld - Thisinformation is used as a key in combination with the previous field to identify a unique
egress cache entry for cache updates from the egress MPS.

4.4.6.2.2 Connection Information
The information related to shortcut VCCs are stored in these fields.

* IngressMPC/NHC data ATM Address - The ATM address of the ingress MPC that issued the MPOA
Resolution request for this entry. This address will be the Calling Party Address of an incoming
shortcut VCC Setup Request. This may be used to verify the identity of the sender of packets over the
shortcut VCC.

4.4.6.2.3 Aging Information

Every egress cache entry has a holding time associated with it that was provided in the MPOA Imposition Request
message. Thistimeis used to keep an entry in the Resolved State

4.4.6.2.4 Usage Information

It is useful for the management of the device to keep count of the number of packets that were received and processed
using an egress cache entry. In addition this count would be useful to build alist of entries that need to be purged in
case the system is running out of memory resources.

»  Packets Received - This counter isincremented each time a packet is received on a shortcut VCC and
this egress cache entry is used for encapsulating the packet before passing it to the outbound MPC
Service Interface.

4.4.6.2.5 Purge Information

There are different reasons for purging entry/entries in an egress cache. The contents of the purge message vary
depending on the purge reason.

e Egress MPS Control ATM Address - Thisinformation is needed if the MPC fails to receive an MPOA
Keep-Alive message from the egress MPS within its life time. The egress MPC needs to inform the
ingress MPC to purge all ingress cache entries that were imposed on the egress MPC by the failed
egress MPS.
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4.5 Detailed MPS Behavior

Other NHRP

Next Hop Server components

Router

MPOA Server ¢ MPOA Clients

Convergence | LE Client(s)

functions

Figure 9 Router MPS Example

The MPS is a component of arouter, asillustrated in Figure 9. An MPS is only useful in a router that has an NHS
and interfaces to one or more LECs. The data and control path from the router through the LEC(s) to LANE is
unaltered by MPOA. The MPS does, however, interact with the router, its LEC(s), the NHS, and other MPOA
components. A LEC is associated with asingle MPS.

The router engages in the operation of traditional routing protocols. One or more of the router’ s interfaces must use
LANE.

The MPS must be aware of the router’ s configuration and forwarding tables to the extent of knowing (or being able
to ask the router) whether a given internetwork layer destination address should be forwarded to a LEC, and which
one. For each LEC and MAC Address on which the MPS is to be enabled, the MPS supplies the LEC with the
MPS's control ATM address. Each LEC so notified includes the MPOA Device Type TLV in every
LE_REGISTER _REQUEST, LE_ARP_REQUEST, and LE_ARP_RESPONSE response that it sends which to
indicates to the recipient that an MPS is connected to the responding LEC and MAC Address, and indicates the
control ATM address of the MPS.

Having advertised its control ATM addressviaLE_ARPLANE control messages, an MPS may receive MPOA
Resolution Requests from MPCs. In addition, in its capacity as an NHS, the MPS/NHS may receive NHRP queries
from NHCs or peer NHSs. The MPS/NHS handles both types of queries.

If the routing and subnet convergence information available to the MPS/NHS indicates that the next hop is an
directly connected MPC, then the Resolution Request is passed on to that LEC's MPC as an MPOA Cache
Imposition Request. Otherwise, the request should be treated as a standard NHRP Resolution Request and forwarded
or answered asindicated in [NHRP].

The MPS must maintain the status of all ingress cache entries (positive MPOA Resolution Replies) and egress
cache entries (positive MPOA Cache Imposition Replies) that it has given to its MPCs. The MPS will generate the
reply, and record the fact of the reply. If the information is later invalidated, a notification will go to the source of
the Resolution Request. A destination may become invalid either because the actual host moved/expired, or dueto a
routing change.

4.5.1 MPS Configuration

MPSs must be capable of obtaining configuration information from an LECS. To obtain this configuration
information, the MPS sends a Configuration Request with a MPOA Device Type TLV identifying the device as an
MPS to the LECS. The LECS uses the same mechanism when mapping Configuration Requests with MPOA
Device Type TLVsto configuration information as it does for standard LEC requests. The LECS may use the
MPOA Device Type TLV to return only MPS specific TLVs. MPS TLVs may be returned by the LECS in any
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Configuration Response. MPS TLV's sent by the LECS override the default values of the corresponding MPS
parameters. If no MPS TLVs are returned, the MPS must use default or locally configured values.

The MPS may be configured to bypass the configuration phase and use default or locally configured parameters. An
MPS should retrieve configuration over only one of its LECs. MPS TLV's may be returned to aMPS's LEC during
the LEC's initialization phase. The MPS may use this information without issuing another Configuration Request.

The TLV encodings of MPS configuration parameters information are specified in Section 5.2.1.

4.5.2 MPOA Resolution And NHRP Resolution

Ingress MPC-initiated MPOA Resolution includes a request phase and areply phase, as shown in Figure 10. The
role of the MPS in the Resolution process can be best described as that of atranslator. Aningress MPC sends an
MPOA Resolution Request to the appropriate ingress MPS. This ingress MPS translates the MPOA Resolution
Request to an NHRP Resolution Request and forwards the Request on the routed path to the Internetwork-layer
destination address (viaits co-located NHS). When the NHRP Resolution Request arrives at the appropriate egress
MPS, the egress MPS tranglates the NHRP Resol ution Request to an MPOA Cache Imposition Request and sends it
to the appropriate egress MPC. The egress MPC responds to the Cache Imposition Request by returning an MPOA
Cache Imposition Reply to the egress MPS. The egress MPS then translates the MPOA Cache Imposition Reply
to an NHRP Resolution Reply and forwards the reply on the routed path to the ingress MPS address in the NHRP
Resolution Request (viaits co-located NHS). When the ingress MPS receives the NHRP Resolution Reply, it
translates the Reply to an MPOA Resolution Reply and returns it to the requesting ingress MPC. At the end of this
process, the ingress MPC is prepared to establish and start using an MPOA shortcut and the egress MPC is prepared
to receive data over the shortcut.

NHRP
Resolutio
— Reques'rri
MPOA Ingregs Egreds \\\\MPOA Cach
Resolutifn MPS . MPS Impositio
Request

Reque
/ MPOA Resolution
Repl
Resolution Py MIPOA C_atl_che \
Reply mposi |d\
Ingre;s/ Reply Egresk
MPC MPC

Figure 10 MPOA Resolution Process

MPOA Resolution Requests and MPOA Resolution Replies are identical in format to corresponding NHRP
Resolution Requests and NHRP Resolution Replies except that a different Packet Type (ar$op.type) isused, as
specified in Section 5.3.2.1. Distinction is required because MPCs are assumed to be associated with edge devices
(i.e. bridgesto LANS). This distinction results in protocol behavioral concerns not present with NHCs. Specificaly,
since the MPC does not necessarily have an internetwork layer address, the responding MPS/NHS may not be able
to deliver the reply to the ingress MPC. Consequently, MPOA Resolution Requests are re-originated as NHRP
Resolution Reguests by the ingress MPS.

Re-origination ensures that corresponding NHRP Resolution Replies return to their point of origin. With MPS re-
origination, MPOA models MPC-MPS relationships as distributed edge-routing: MPCs (as ATM addressed entities)
are distributed forwarders associated with internetwork layer addressed (router co-resident) NHCs. Re-originated NHRP
Resolution Requests contain the Source NBMA Address of the ingress MPC and the Source Protocol Address of the
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router co-resident with theingress MPS. The original Source Protocol Address (if any) and Request ID are retained
by the ingress MPS to be re-inserted in later conversion of NHRP Resolution Reply to MPOA Resolution Reply.

It isimportant that the association of MPC data ATM address and router (MPS) protocol addressis not “learned” by
down-stream Next Hop Servers; in particular, if the authoritative responder isitself anon-MPOA NHS, it may
misdeliver protocol messages (e.g. the NHRP Resolution Reply) to the MPC. Thislearning by NHSs is prevented
by setting the S and D bits in the NHRP Flags field to 0 in NHRP Resolution Requests and Replies respectively.

The trandlations required by the MPS are explained in the following subsections.

An MPS has both ingress functions and egress functions. It is possible for an MPS to serve as both the ingress
MPS and egress MPS for establishing and maintaining a particular shortcut. In this case, the resolution processis
still modeled in this specification as an ingress M PS exchanging NHRP messages with an egress M PS through an
NHS. A strict implementation of this model would result in a double trand ation; however, an actual
implementation is free to optimize this case as appropriate.

4.5.2.1 Translating MPOA Resolution Requests to NHRP Resolution Requests

When an ingress M PS re-originates an MPOA resolution request as an NHRP resolution request, it maps the tuple
<source Control ATM address, request id> to a unique request id for the re-originated NHRP resolution request. This
tuple is maintained until an NHRP Resolution Reply is received or the MPS Give Up Time (MPS-p6) has expired.
When an ingress MPS receives an NHRP resolution reply, it must convert it to an MPOA resolution reply and
forward it to the requesting MPC. The Source Control ATM address and destination protocol address are retained for
the Holding Time specified in the NHRP resolution reply so that the ingress MPS can correctly direct NHRP
Purges.

The MPS must forward the reply to the MPC at the source ATM address of the VCC over which the MPOA
resolution request was received (i.e. the MPC control ATM address). The MPS must NOT forward the reply to the
source ATM address contained in the NHRP resolution reply (i.e. the MPC data ATM address). This behavior is
intended to support MPC's which use distinct ATM addresses for control and data.

4.5.2.2 Translating NHRP Resolution Requests to MPOA Cache Imposition
Requests

Prior to responding to an NHRP Resolution Request for an MPC, the MPS must impose an egress cache entry in
the egress MPC by sending an MPOA Cache Imposition Request and receiving an MPOA Cache Imposition Reply.

When an MPS receives an NHRP Resolution Request from its co-resident NHS, it checks to see if the router
forwarding tables direct that internetwork layer destination address to one of the LECs known to the MPS. If so, the
MPS communicates with the appropriate router convergence functions (e.g. IP ARP) to determine the DLL header
for frames sent through the LEC to that destination. The MPS must then check with the LEC to see whether the
LAN destination used to reach that internetwork layer destination is served by an MPC. This information, along
with the ATM address of the MPC, is passed via LANE LE_ARP control framesin the Device Type TLV, and is
returned by the LEC to the inquiring MPS. Once this information is obtained, the MPS converts the NHRP
Resolution Request to an MPOA Cache Imposition Request.

The egress MPS does this conversion by copying all fields in the Fixed and Common Header except as follows:

e ar$op.typeis set to 0x80;

e Flagsfield isunused and must be set to zero;

e A new Request ID is generated.

e TheHolding Timeis set to at least twice the Holding Time the MPS will set in the corresponding
NHRP Resolution Reply (MPS-p7 or as determined by local information).

In addition, message-specific portions and MPOA Extensions specified in Section 5.3.5 must beinitialized. Included
in thisinitialization is building and affixing to the message the MPOA DLL Header Extension . All NHRP
Extensions included in the NHRP Resolution Request must be included in the MPOA Cache Imposition Request as
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well. The MPS must retain sufficient information from the original NHRP Resolution Request to allow subsequent
mapping of MPOA Cache Imposition Reply to NHRP Resolution Reply.

4.5.2.3 Translating MPOA Cache Imposition Replies to NHRP Resolution
Replies

If the MPS receives a negative Cache Imposition Reply (NAK), it isthe co-located NHS' s responsibility to decide
whether to accept the shortcut itself and return one of its own ATM addresses, or return a negative reply (NAK).

If asuccessful reply isreceived by the MPS, state for detecting routing changes is saved, and the reply passed to the
original source of the Resolution Request. The MPS converts successful MPOA Cache Imposition Replies to
NHRP Resolution Replies by copying all fields in the Fixed and Common Headers and CIE except as follows:

» ar$op.typeis set to 2;

* Flagsfieldis set as specified in [NHRP];

* Reguest ID isrestored;

» Dedtination Protocol Addressin the CIE is set to the egress MPS protocol address;

* Holding Timeisrestored to the value determined (i.e. less than or equal to half the holding time
provided to the E-MPC).

Remaining NHRP Resolution Reply specific fields are filled in as specified in [NHRP].

If the NHRP Reply is generated with an MPC ATM address, the D (Destination Stability) bit must be zero to
disable intermediate caching of the resolution.

The egress MPS must maintain state relative to all valid unexpired MPOA Cache Imposition Requests so that it
may respond appropriately if the routing topology changes. If the cache imposition is successful, the egress MPS
must maintain the mapping of internetwork layer addressto DLL header and ATM address for the duration of the
holding time it provides in the NHRP Resolution Reply as it would if it were forwarding the frames itself. Inthe
case of IP, for example, the MPS must maintain its IP ARP cache entry in accordance with its locally configured
ARP time-out parameter. If the holding time used in the NHRP Resolution Reply is greater than the IP ARP time-
out, the MPS must re-verify the ARP when its time-out expires for the duration of the Holding Time. If achangeis
detected, the MPS must initiate the appropriate purge procedures.

4.5.2.4 Translating NHRP Resolution Replies to MPOA Resolution Replies

When the ingress MPS receives an NHRP Resolution Reply, the MPS converts this NHRP Resolution Reply to an
MPOA Resolution Reply as follows. The MPS constructs an MPOA Resolution Reply containing the request ID
and Source Protocol Address copied from the corresponding MPOA Resolution Request. It removesany TLVsit
inserted. ar$op.typeis set to 0x87. All other fields are copied from the NHRP Resolution Reply.

When an I-MPS receives an MPOA resolution request for which it is the logical next hop, it has two choices of
what to do:

1. NAK therequest and force the packets to be bridged via LANE.
2. Provideareply using itsown data ATM address.

Note that this will be alikely case when the MPS isin arouter that is also the gateway to all off-campus
destinations.

4.5.2.5 MPS to MPS NHRP

During the process of forwarding NHRP messages, an MPS/NHS may discover that the next hop is another MPS on
acommon ELAN as described in Section 4.2.

When an NHS co-resident with an MPS determines that a received NHRP message is to be forwarded to another
NHS that is also co-resident with an MPS, the request shall be forwarded to the MPOA Control address of the peer
NHS/MPS. The NHRP message shall be forwarded using AALS5 LLC/SNAP encapsulation as described in [NHRP].
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When an MPS determines that the target of an NHRP Resolution Request is another MPS, rather than an MPC, it
must forward the NHRP Resolution Request to that MPS as described above. This may occur when multiple MPSs
share acommon ELAN, and one MPS receives an NHRP Resolution Request for an internetwork layer address
belonging to another MPSs on that ELAN.

4.6 Keep-Alive Protocol

MPCs need to know that MPSs that have supplied cache entries are alive and able to maintain those cache entries.
As such, the MPS is required to periodically transmit an MPOA Keep-Alive message to all MPCs for which it has
supplied and is maintaining ingress or egress cache entries. These must be sent every MPS-pl seconds (subject to
jitter). The MPOA Keep-Alive may be sent over any LLC/SNAP VCC between the MPS and the MPC.
Specifically, it may be sent over a point-to-multipoint VCC, including one established specifically for the purpose
of transmitting the Keep-Alive.

The Keep-Alive message contains the control ATM address of the MPS, a Keep-Alive Lifetime value, and a sequence
number. The Control ATM address of the MPS is used to correlate cache entries with a particular MPS. The Keep-
Alive Lifetime, specified as MPS-p2, is the length of time that a Keep-Alive message is to be considered valid. If a
Keep-Alive messageis not received within Keep-Alive Lifetime seconds (specified in the previous Keep-Alive
message), the MPC must consider the MPS to have failed. If subsequent Keep-Alive messages received by an MPC
do not have sequence numbers that increase in value, the MPC must assume that the M PS has rebooted and,
therefore, also hasfailed.

If an MPC detects that an MPS has failed, it must invalidate all cache entries provided by that MPS. Note that there
is no requirement that a VCC (either point to point or point to multipoint) be maintained between an MPS and
MPC. In practice, the keep-alive traffic itself will typically prevent the VCC from idling out, but this depends on
the relative time-out values. In particular no inference about the state of an MPS should be drawn by an MPC if a
VCC isreleased over which keep-alive messages were being received. The inference that an MPS is down should
only be drawn after the Keep-Alive Lifetime has expired.

4.7 Cache Maintenance

Ingress and egress cache entries are created through the MPOA resolution process. Once crested, these cache entries
must be updated or removed as appropriate. This section describes the mechanisms provided to perform this cache
mai ntenance.

The following purge mechanisms are used by MPOA components:

1. MPOA Cache Imposition Request from egress MPS to egress MPC to either refresh or purge a cache
entry

2. MPC-Initiated Egress Cache Purge from egress MPC to egress MPS

3. NHRP Purge Request from ingress MPS to ingress MPC

4. NHRP Purge Request sent on the data plane from egress MPC to ingress MPC

4.7.1 Egress Cache Maintenance

An MPS must maintain state for all the MPOA and NHRP Resolution Replies and successful MPOA Cache
Imposition Requests that it sources for the duration of the holding time it provides. The holding time provided by
the MPSis viewed as a contract in that the MPS guarantees that, for the duration of the holding time, if the
information it gave to another party changes, it will send a notification (update or purge) to that party. The recipient
of theinformation is then free to use the information provided by the MPS for the duration of the Holding Time
(unlessit detects a change). The itemsfor which an MPS maintains state are called “ active cache entries’.

From the perspective of an egress MPS, active cache entries are those for which it has performed a successful MPOA
Cache Imposition Request and answered an NHRP Resolution Request.
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4.7.1.1 Egress MPS Purges and Cache Updates

When an egress M PS detects a change for a destination internetwork layer address affecting one of its active egress
cache entries, it must:

1. Send NHRP Purge Requests to the set of affected sources of relevant resolution requests, and
2. Send an MPOA Cache Imposition Request with a holding time of zero to the egress MPCs with
affected egress cache entries.

Or, it must:

1. Send an MPOA Cache Imposition Request with an updated DLL header to the egress MPCs to update
the affected egress cache entries. If aDLL header update is sent, and the corresponding MPOA Cache
Imposition Reply contains any new information (e.g., a new tag, anew data ATM, or different TLVs),
then the MPS must send a purge as described above because the ingress MPC cannot be updated with
an unsolicited resolution response.

The reasons that arelevant change may occur include:

* Routing has changed such that:
* Theegress MPS/NHS is no longer the NHRP Authoritative Responder, so that areceived
NHRP Resolution Request would be forwarded to another NHS;
*  Thenext internetwork layer hop has changed so that a received NHRP Resolution Request
would cause an MPOA Cache Imposition Request to be forwarded to different MPC;
* Theinternetwork layer next hop has changed so that a received NHRP Resolution Request
would cause an MPOA Cache Imposition Request to be forwarded to the same MPC with a
different DLL header.
»  Bridging over LANE has changed such that:
» Theegress LEC has changed so that the shortcut needs to go to a different MPC than
previously given (generally detected by LE_ARP).
*  An Egress Cache Purge Request has been received from an egress MPC

To update an egress cache entry, the egress MPS sends an MPOA Cache Imposition Request with the same egress
Cache ID that was used on the original Cache Imposition Request and a non-zero holding time.

When an egress MPC receives an MPOA Cache Imposition Request with a Cache ID matching an active egress
cache entry received from the same MPS, it must replace the fields in the current egress cache entry with
corresponding fieldsin the new MPOA Cache Imposition Request.

To purge an egress cache entry, an egress MPS sends an MPOA Cache Imposition Request with the same egress
Cache ID that was used on the original Cache Imposition Request and a zero holding time. The egress MPS may
purge all egress cache entriesin an MPC for a given destination protocol address by including the protocol addressin
the CIE and omitting the MPOA DLL Header Extension (which would contain the cache ID).

To ensure that correct updates are made in either the case of an update or a purge, the egress MPS must send the
MPOA Cache Imposition Request to the egress MPC using the same VCC (or a VCC originating from the same
egress MPS control ATM address and terminating at the same MPC ATM address) as was used for the original cache
imposition.

Egress cache updates must be sent reliably using the retry mechanism described in Section 4.3.

4.7.1.2 Egress MPC Invalidation of Imposed Cache Entries
An egress MPC must invalidate any imposed egress cache entry for which the holding time has expired.

An egress MPC must invalidate all egress cache entries that originated from an egress MPS with which the MPC
has lost communication, as described in Section 4.6.

If an egress MPC receives a packet on a shortcut, and the corresponding egress cache entry specifiesaMAC
destination address or destination Route Descriptor that is no longer in any of the associated LEC' s variables (Local
Unicast MAC Address(es) C6, Loca Route Descriptor(s) C8, Remote Unicast MAC Address(es) C27, and Remote
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Route Descriptor(s) C30), it takes the following actions. The egress MPC may continue to forward packets to the
bridge asif they came from the LEC interface for up to 30 secondsto allow normal bridge flooding and learning
procedures to occur. If the condition does not change within the 30 seconds, the egress MPC must invalidate the
cache entry and send an MPOA Egress Cache Purge Request (See Section 4.7.1.6) to the MPS that imposed that
egress cache entry.

4.7.1.3 Invalidation of State Information Relative to Imposed Cache

An MPS must assume that all egress cache entries imposed by it to an egress MPC with which it has lost all
communication may continue to be used until the Holding Time expires, or until it has sent egress MPS-initiated
cache purges as described in section 4.7.1.1 and must not remove state information relative to these impositions.
The MPS must expire this state information normally and may re-impose egress cache entries associated with
remaining state information on restoration of the connection to the egress MPC.

4.7.1.4 Recovery From Receipt of Invalid Data Packets

An egress MPC that continues to receive data on a shortcut for which it does not have avalid egress cache entry
must periodically send an MPOA Data Plane Purge to the ingress MPC as defined in Section 4.7.2.3. The frequency
of these purges should not exceed one per second per source ATM address/destination internetwork layer address pair.
Thisisrequired to recover from situations that may arise as aresult of alost cache imposition or incorrect shortcut
usage by the remote end.

4.7.1.5 Egress Encapsulation

Cacheimpositions contain DLL encapsulation information as defined in an appropriate Annex to this document (e.g.
- Annex A describes protocol specific encapsulation used for IP and 1PX).

4.7.1.6 MPC-Initiated Egress Cache Purge

The MPC-Initiated Egress Cache Purge protocol provides the capability for an egress MPC to notify the egress MPS
when it discovers an invalid egress cache entry. This notification allows the egress MPS to issue associated NHRP
Purge Requests. The MPC-Initiated Egress Cache Purge Request is most likely used when either the bridge
topology has changed and a destination is no longer behind the same edge device, or the destination has aged out of
the bridge forwarding table for lack of communication.

Information to be included in an MPOA Egress Cache Purge Request is:

*  RequestID

e Egress MPS Protocol Address

e EgressMPC DataATM Address

e Dedtination Protocol Address (to purge)

e Dedtination Prefix Length

e IngressMPC Data ATM Address (Optional)
e MPOA DLL Header Extension (Mandatory)

e no-reply flag
Upon receiving an MPOA Egress Cache Purge Request, the egress MPS must generate the appropriate NHRP Purge
Request for the entry indicated in the Egress Cache Purge Request.

The no-reply flag (N-bit) is used to indicate whether the egress MPC wishes to receive an MPOA Egress Cache
Purge Reply. If the no-reply flag is cleared, an MPOA Egress Cache Purge Reply is expected and the MPS must
clear the no-reply field in the associated NHRP Purge Request. When the egress MPS receives the associated NHRP
Purge Reply, it issues an MPOA Egress Cache Purge Reply to the egress MPC. In the Egress Cache Purge Reply,
the egress MPS returns all information provided by the egress MPC in the request.
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If the no-reply flag is set in the MPOA Egress Cache Purge Request, the egress MPC does not expect to get an
MPOA Purge Reply. If an egress MPC does not request an MPOA Egress Cache Purge Reply, it is alocal matter
to the egress MPS/NHS whether to request an NHRP Purge Reply.

If the shortcut is between an ingress MPC and an egress MPC, the NHRP Purge Request is sent to the ingress MPS
(identified by itsinternetwork layer address) that re-originated the NHRP Resolution Request after receiving the
origina MPOA Resolution Request from the ingress MPC. The ingress MPS then forwards the NHRP Purge
Request to the ingress MPC. Note that multiple ingress cache entries may be invalidated as aresult of asingle
MPOA Egress Cache Purge Request. This is because the scope of the NHRP Purge Request includes all entries
covered by the source, destination and internetwork layer destination addresses in the NHRP Purge Request and is not
restricted to the source and destination ATM addresses of the shortcut.

4.7.2 Ingress Cache Maintenance

4.7.2.1 MPOA Trigger

An MPC must be able to detect inbound data flows and establish shortcuts. In addition, an ingress MPS may detect
inbound data flows and request that ingress MPCs establish shortcuts for them. A trigger mechanism is used such
that the rest of the protocol remains consistent with the MPC-initiated mechanism.

In the event that an ingress MPS determines the need for a shortcut for an inbound data flow, the ingress MPS may
trigger the appropriate ingress MPC into initiating an MPOA Resolution Request for that flow. Thisis done using
an MPOA Trigger that describes the inbound data flow to be shortcut. The ingress MPC must create an ingress cache
entry for the flow, if one does not already exist and if it has the resources to establish another shortcut, and must
respond by initiating MPOA Resolution Requests for the target indicated in the MPOA Trigger.

An ingress MPS must use the MPOA retry procedure defined in Section 4.2.3 to control the sending of MPOA
Trigger messages (note that the receipt of a corresponding MPOA Resolution Request by the triggering MPS is
considered to be the reply for agiven MPOA Trigger message

Information provided in an MPOA Trigger is:

e Ingress MPS Control ATM Address
e Dedtination Internetwork Layer Address and Address Prefix

The meaning and use of these information fieldsis given in the sections below.

Ingress MPS Control ATM Address

Thisaddressisrequired for an ingress MPC to build an ingress cache entry and identify the inbound datagrams that
will be sent on the shortcut to be established as aresult of an MPOA Resolution Request.

Destination Internetwork Layer Address and Address Prefix

The address to be used in the triggered MPOA Resolution Request. This addressis aso required for an ingress MPC
to build an ingress cache entry and identify the inbound datagrams that will be sent on the shortcut to be established
as aresult of a successful receipt of a corresponding NHRP Resolution Reply.

4.7.2.2 Ingress MPSs and NHRP Purges

When an ingress M PS receives an NHRP purge request, it must send NHRP purge requests to all relevant MPC's for
which it is maintaining ingress state for the purged destination address(es).

If the no-reply flag is clear in the received NHRP purge request (meaning an NHRP purge reply is requested), the
ingress MPS must use the retry procedure, defined in Section 4.3, to ensure reliable delivery of NHRP purge requests
to relevant MPCs. The ingress MPS may send an NHRP purge reply without waiting for NHRP purge replies from
al MPC's.
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4.7.2.3 Data Plane Purge Protocol

Under certain circumstancesit is necessary to send an NHRP Purge Request on the data plane to tell the ingress
MPC or NHC that ingress cache entries are no longer valid.

The different conditions under which an egress MPC is required to send NHRP Purge Requests over the shortcut are
described below:

Egress MPS Dies: If an egress MPC fails to receive an MPOA Keep-Alive message from an MPS that
has imposed egress cache entries within the MPOA Keep-Alive Lifetime (as specified
in the last received MPOA Keep-Alive message) then it must send NHRP Purge
Requests which invalidate al the cache entriesimposed by the failed MPS, which are
currently associated with a shortcut VCC. If there is no open VCC to the source
ATM address as specified in an egress cache entry, it is not necessary to establish a
V CC for the purpose of sending an NHRP Purge Request.

Egress Cache Miss: If an MPC receives a packet over a shortcut, but the egress cache lookup fails, the
MPC must send an NHRP Purge Reguest over that shortcut to inform the ingress
MPC to remove the appropriate ingress cache entry. In this case, the egress MPC
does not know to which MPS to send an Egress Cache Purge request.

Note: An egress cache Miss can occur for several reasons:

1. Destination internetwork layer address not found.

2. Invdidtag.

3. |Pltag/source ATM address not consistent (e.g. tag hit, but wrong destination |P
address or destination IP hit, but wrong source ATM).

The Data Plane Purge mechanism uses the NHRP Purge Request frame format as described in Section 5.3.11. When
an ingress MPC receives the NHRP Purge Request on the shortcut, it must do the following in this order:
authenticate the NHRP Purge Request if authentication was used, process any vendor private Extensions, process
MPOA-specific Extensions, and purge the ingress cache as appropriate. In the case of conflicting information in
Extensions, the previously specified order also specifies the priority for conflict resolution (e.g., do nothing if
authentication fails.)

4.8 Connection Management

This section specifies the procedures for MPOA connection management in their entirety. These procedures are
derived from, and are intended to be compatible with, those described in [RFC 1755], which describes procedures for
establishing and clearing VCCs in a multiprotocol environment. 1n some cases text from [RFC 1755] is reproduced
here in this specification either unmodified or dightly modified, without an explicit reference that the text has been
taken from that source, but the work done by the authors of that RFC is hereby acknowledged.

4.8.1 Generic VCC Management Procedures

MPOA components must support the use of LLC/SNAP encapsulation for all PDUs. By default VCCs must be
signaled to use LL C encapsulation. The negotiation of other encapsulations, such as the null encapsulation, is not
precluded, but an MPOA component is not required to support any encapsulation other than LLC/SNAP.

Because the connection management procedures use V CCs with LL C encapsulation, many of the procedures are
generic procedures that can be used by any protocol. The same VCC may be used to carry both MPOA control and
datatraffic. Also the same VCC may be used to carry both MPOA and non-MPOA traffic, as long as the non-
MPOA traffic uses LLC encapsulation. Where the MPOA protocols require specific rules or default values these are
explicitly indicated. Apart from that, the text can be read as applying to any protocol that uses LLC encapsulation in
an MPOA-capable device.

Although LLC encapsulation allows the sharing of a VCC by multiple protocals, it does not require it. Stations can
control the ATM addresses that they advertise for different protocols (using adifferent ATM selector for example),
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forcing separation. Also, when a station is transmitting traffic, it may establish multiple VCCs between the same
two endpoints, each carrying adifferent protocol, for example.

Communication between multiple local and remote protocol entities may use asingle VCC if the local entities all
are sharing an ATM address and the remote entities are al sharing an ATM address. Such sharing is facilitated by
using LLC multiplexing on the VCC.

The MPOA specification imposes rules on the allocation of ATM addresses within an MPOA device and, as aresult,
on what entities may share aVVCC. For example each MPC in adevice must use adistinct ATM control address.
Also, the ATM address assignment for LANE Data Direct VCCsis constrained as described in Section 4.2.3. The
sharing of VCCsisthus aways constrained by the overarching ATM address assignment rules. Within those
constraints an implementation is free to allocate the same, or different, ATM addresses to different protocol entities.
For example an MPC may choose to use one ATM address for MPOA shortcut VCCs, and another for LANE LLC
Data Direct VCCs, or it may choose to use asingle ATM address for both.

Note that there is no necessity to have one particular protocol or protocol suite as a primary owner of aVCC.
Whether there is one protocol that "owns' aVVCC and allows sharing, or a separate V CC management entity to
which al protocols make requests as peers, is purely an implementation issue and as such is outside the scope of
this specification. Note that because the VCCs are potentially shared, it is not possible to deduce status information
about a particular protocol based on status information of a particular VCC. In particular, it is not possible to deduce
that a protocol entity is operational just because a VCC has been established, as the process or task implementing
that protocol could be non-operational.

4.8.2 Scope of MPOA VCCs

PDUs are sent between MPOA components and also between MPOA components and non-MPOA components, in
particular between MPCs and NHCs that do not also include MPOA functionality. Note that packets transmitted
between MPOA capable routers use NHRP between the co-located NHSs. It is possible to mix routers with MPSs
and routers with NHSs in a network. An NHRP Resolution Request issued by an MPS may be answered by a router
with an NHS; for example, if the router has directly attached Ethernet hosts, and is the egress router for those hosts,
it may answer the Resolution Request.

An MPOA component must be capable of establishing, receiving and maintaining a VCC to any entity that
conforms to the connection management procedures specified in this document, whether or not that entity isan
MPOA component.

4.8.3 Initiating VCCs

V CCs are established when needed. If an MPOA component has a datagram to send and thereis no existing VCC
that it can use, or it chooses not to use an existing VCC, then it establishes a VCC to transfer the datagram. Both
MPCs and MPSs may initiate calls. For example an MPC may initiate a call to transfer an MPOA Resolution
Request, and an MPS may initiate a call to transfer an MPOA Trigger or NHRP Purge Request.

When an MPOA component has a datagram to send, it should first look to seeif thereis an existing VCC that it can
use. There may be an existing VCC to the correct ATM address that it chooses not to use, for example, dueto a
mismatch in AAL5-SDU sizes or because the additional traffic could violate the Traffic Descriptor used when the
VCC was first established. In some cases, an MPOA component may choose not to use an existing VCC for its
own local purposes, such as to achieve protocol separation. If an MPOA components chooses not to use an existing
VCC, then it must attempt to establish a new VCC.

4.8.4 Receiving Incoming VCCs

When an incoming VCC is established that indicates the use of LLC encapsulation, there is no information
conveyed by the UNI signaling protocol about what protocols will subsegquently be used over the VCC. For
example, the originator may use the VCC for control or data traffic or both. Unless limited by resources, MPOA
components should accept all incoming VCCs that indicate the use of LLC encapsulation.

47



AF-MPOA-0087.000 MPOA Version 1.0

Any form of security checking before incoming call acceptance (e.g. by determining if the calling ATM address
belongsto a set of valid addresses) is outside the scope of this specification. An MPOA component must be prepared
to receive incoming calls originated in the same ELAN or in adifferent ELAN, if it has any mechanism to
differentiate between the two based on the calling party ATM address. Any such mechanism is outside the scope of
this specification. An MPOA component must not make any assumptions at call setup time about the type of traffic
(e.g. Control or Data) to be used on aVCC based on information as to whether the Calling Party isin the same or a
different ELAN.

4.8.5 Support for Multiple VCCs

MPOA components must be able to support multiple VCCs between peer systems, without regard to which peer
system initiated each VCC. When an incoming call is accepted, an MPOA component must be prepared to receive
incoming PDUs on that VCC. It may also transmit PDUs on that VCC. It must not accept and immediately clear
the incoming call, or ignore PDUs received on the VCC.

Allowing multiple VCCsis primarily intended for cases where the V CCs have different attributes, such as Traffic
Descriptor, Quality of Service requested from the network, or AAL5-CPCS-SDU size. It isrecognized that
independently of these considerations two MPOA components may simultaneoudly initiate calls to each other,
leading to duplicate identical VCCs. To avoid the wasted resources of unintentional duplicate VCCs, the following
mechanism is defined to allow one VVCC to be cleared due to inactivity, with all traffic carried on the other VCC.

When an MPOA component has a datagram to send, and it detects that there are more than one VVCC that are capable
of conveying the packet, and that the MPOA component does not wish to use more than one VCC, it should send
the packet on the VCC initiated by the party that has the numerically lower ATM address. In thisway both parties
will use asingle VCC, alowing the other VCC to time out due to inactivity. If an MPOA component switches
over to use aVCC in this way, it may set the inactivity timer to a small value for the VCC that it does not intend
to use, provided that it was the initiator of the VCC that it does not intend to use. If an MPOA component finds
during this process that there are multiple VCCs initiated by the party with the lower value of ATM address, it may
choose to use any one of them.

Specific protocols that use LL C encapsulation may impose more restrictive rules. In particular, a protocol may
mandate that only one VVCC be used between a pair of end stations to transfer traffic of that protocol between those
two end stations. Such a per-protocol restriction does not affect the use of multiple VCCs by other protocolsin the
same box, and may coexist in a device that uses protocols that allow multiple VCCs.

4.8.6 Internetwork Layer-to-ATM Address Mapping

MPOA components are not required to support the INATMARP protocol as defined in [RFC 1577]. One reason for
thisisthat MPCs are not required to have any internetwork layer addresses. An MPOA component is not permitted
to learn Internetwork Layer Address-to-ATM Address mappings as aresult of using the INATMARP protocol on
VCCs.

An MPOA component must not learn Internetwork Layer-to-ATM Address mappings by learning from the Source
Protocol and Source NBMA Address fields in an MPOA/NHRP Resolution Request. The only method used to learn
Internetwork Layer Address-to-ATM Address mappings, apart from static configuration, is to issue an MPOA/NHRP
Resolution Request and learn from the MPOA/NHRP Resolution Reply. One reason for thisis that there may be
asymmetrical routes in the network. Another is that the Source Protocol address in an NHRP Resolution Request
may be that of an MPS, and the Source NBMA Address that of a physically separate MPC.

4.8.7 Establishment of Bi-directional Data Flow

When aVVCC is established by an ingress MPC to an egress MPC, traffic in the reverse direction (egress MPC to
ingress MPC) may use that same VCC, as described in 4.4.4.1, if the signalling parametersin that direction are
suitable. If desired, an MPOA component can establish a dedicated unidirectional VCC by specifying areturn PCR
of zero.
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4.8.8 VCC Termination

Thereis no requirement that aVVCC be permanently maintained between two MPOA components. Either the Calling
Party or the Called Party may clear the VCC. If aVCC isterminated by the remote party, a station should not
immediately re-establish the VCC unless it has some PDUs to transfer.

In general, an MPOA component should allow VCCs to idle out based on inactivity. Additionally, an MPOA
component may decide to release the least recently used V CC to free up resources for anew VCC, or as areaction to
certain error conditions, such as persistent protocol errors due to traffic on acertain VCC.

4.8.9 Use of UNI Signaling Information Elements

MPOA control and data PDUs may be transferred on any suitable VCC. Such a VCC may have previously been set
up to transfer a PDU for a non-MPOA protocol, but that has not yet timed out. If an MPOA component wishes to
setup anew VCC to transfer an MPOA PDU, then the following rules apply with regard to the encoding of UNI
signaling information elements. It is not a requirement that an MPOA PDU be transferred over aVVCC that was
established in accordance with the these rules. It is arequirement that an MPOA component be capable of
establishing a VCC according to these rules.

Shortcut data flows, as specified in this version of MPOA, are always carried over point-to-point VCCs. In general,
Control PDUs will also be carried over point-to-point VCCs, but point-to-multipoint VCCs may also be used in
specific cases. An MPOA component must be able to be added as the first or subsequent party of a point-to-
multipoint call. The use of the signaling IEs is the same as that outlined here for point-to-point calls, subject to the
constraints imposed by [UNI 3.1]. The main differenceisthat call characteristics, such as Traffic Descriptor, QoS, or
AALS Parameters, can only be negotiated between the Calling Party and the first Called Party. The second and
subsequent Called Parties cannot engage in any negotiation. An MPOA component is not required to be able to
initiate point-to-multipoint calls for Control PDUs. Note that the intraciELAN multicast and broadcast data flows are
handled by the LANE BUS, and are transparent to MPOA. The use of shortcuts for multicast data flows, i.e.
bypassing multicast routers, is not supported in this specification.

To enhance interoperability, an MPOA component must treat as equivalent the presence of a parameter set to anull
or zero value, and the absence of that parameter. All unused and reserved fields must be set to zero on transmission
and ignored on receipt. A received packet that has non-zero valuesin these fields must not be treated as an error.

4.8.9.1 Traffic Descriptor

All MPOA components must be capable of initiating and accepting VCCs with the UBR service category. The
support of VCCs with other than the UBR service category is alowed, but not required.

For transferring control messages, an MPOA component should initiate a VCC with the UBR service category. If an
MPOA component attempts to set up aVVCC using anything other than the UBR service category, for the purposes
of transferring control messages, and the VCC establishment fails as aresult of either the network or the remote
party being unable to support a non-UBR service category, the MPOA component must retry using the UBR service
category.

For shortcuts, an MPOA component must be capable of initiating a V CC that proposes the UBR service category. It
may propose any service category, but must be prepared to deal with either the network or the remote party rejecting
the call due to being unable to support the proposed non-UBR service category. In this case the MPOA component
should retry using the UBR service category.

The mechanisms by which an MPOA component decides to initiate a V CC that uses anything other than the UBR
service category, are outside the scope of this specification. Different mechanisms are possible such as monitoring
the data flow, or monitoring or participation in a resource reservation mechanism like RSVP [RSVF].

UNI 3.x Signaling does not provide for ATM Traffic Descriptor or Quality of Service negotiation. UNI 4.0
Signaling does provide for the negotiation of these parameters within an ATM service category, but does not permit
the negotiation of the ATM Service Categories themselves. To determine what ATM Service Categories a target
station supports , an MPOA component should use the ATM Service Category Extension in advance of VCC
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establishment. This capability reduces the probability that a VCC will be rejected because the Service Category
cannot be supported, with the result that the calling party has to try again.

When an ingress MPC sends an MPOA Resolution Request, it should add asingle ATM Service Category
Extension, as specified in Section 4.4.2, to identify the Service Categoriesit supports. If only UBR is supported
the extension should still be added, and will take a zero value. When an egress MPC responds to an MPOA Cache
Imposition Request with an MPOA Cache Imposition Reply, it should fill in the ATM Service Category Extension
to identify the Service Categories it supports, if the extension was included in the request, as specified in Section
4.4.3.

When an ingress MPC knows, through receipt of an ATM Service Category Extension in an NHRP Resolution
Reply, that the desired Service Category is supported on the target MPC, it may attempt to set up the shortcut with
that Service Category. If the first attempt for the call setup does not succeed, the MPC may attempt with another
Service Category that both ends support. The MPC may attempt to setup a shortcut with the UBR Service Category
at any time.

The PCR used in the ATM Traffic Descriptor should be set to line rate. It may be set to less than line rate as alocal
configuration option. This may be useful if it is known that there are slower speed links in the network, and that
traffic shaping to the slower speed by a device may reduce frame loss. As specified in section 3.6.2.4 of [UNI 3.1],
for best effort traffic, a user need not conform to the signaled PCR, and the network may enforce a PCR different
than the signaled PCR. It is recommended, however, that if a user signals a PCR less than line rate that it conform
to the PCR.

The valid combinations of values of the Broadband Bearer Capability, Traffic Descriptor and QoS Class IEs are
defined in Appendix F of [UNI 3.1].

Use
This |E must be included in a SETUP message.

Format

Fied Value
Forward Peak Cell Rate (CLP=0+1) ID 132
Forward Peak Cell Rate (CLP=0+1) linerate
Backward Pesk Cell Rate (CLP=0+1) ID 133
Backward Peak Cell Rate (CLP=0+1) linerate
Best Effort Indication 190

UNI 3.0 considerations

In UNI 3.0, issues of traffic management were less well understood than in UNI 3.1. UNI 3.0 does not contain a
guide to coordinating the use of the User Cell Rate |E (Traffic Descriptor in UNI 3.1), Broadband Capability IE, and
QoS Parameter |E. It is recommended that the use of these IEsin UNI 3.0 should be the same as for UNI 3.1.

The value for the cause “User Cell Rate” is51in UNI 3.0, and 37 in UNI 3.1

UNI 4.0 considerations

An MPOA component must support the ability to set both the forward and backward frame discard bits. An MPOA
component must use the frame discard capability. This capability may be used with any ATM service category. The
use of frame discard increases throughput under network congestion. An MPOA component must not treat the
reception of an ATM Traffic Descriptor 1E which does not indicate frame discard as an error.
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Traffic parameter negotiation using the Minimum Acceptable ATM Traffic Descriptor |E isan optional UNI 4.0
feature. If available an MPOA component should use this capability. This capability may be used with any ATM
service category. The use of traffic parameter negotiation allows the calling and called parties to discover the smallest
bandwidth limitation along the path of the connection. With this information a source may then take measures to
reduce the possihility of network congestion. For example a source may then perform traffic shaping down to the
smallest bandwidth, or may perform congestion control at a higher layer on an end to end basis. Even if the calling
party is not capableof using the information about the smallest bandwidth the MinimumAcceptable ATM Traffic
Descriptor |1E should be used, as the called partymay be capable of doing so.

When using traffic parameter negotiation with the UBR service category the PCR should be set to link rate in the
ATM Traffic Descriptor |E, and the PCR should be set to zero in the Minimum Acceptable ATM Traffic Descriptor
|E. Note that the value of zero in the Minimum Acceptable ATM Traffic Descriptor |E will be treated by the
network as meaning "unspecified”, not that zero bandwidth is acceptable.

When progressing a call the network will adjust the ATM Traffic Descriptor | E to reflect the actual bandwidth
available. The network may drop the Minimum Acceptable ATM Traffic Descriptor |E from the SETUP message, if
it and ATM Traffic Descriptor |E are equivalent. An MPOA component must not treat the reception of a SETUP
message without the Minimum Acceptable ATM Traffic Descriptor IE as an error.

4.8.9.2 QoS Parameter

Class 0 isthe only class allowed when using the UBR Service Category. The use of Classes other than Class 0, is
outside the scope of this specification.

Use
This 1E must be included in a SETUP message.

Format

Fied Vaue
QoS Class Forward 0
QoS Class Backward 0

UNI 3.0 considerations

In UNI 3.0, the two-bit coding standard field is set to “00”. In UNI 3.1 and later, thisfield isset to “11” asthe ITU-
T has now standardized QoS class 0. MPOA components should treat both values as equivalent.

UNI 4.0 considerations

UNI 4.0 allows, for some ATM service categories, the signalling of individual QoS parameters for the purpose of
giving the network and called party a more exact description of the desired delay and cell loss characteristics. This
capability uses the End to End Transit Delay |E and the Extended QoS Parameters IE. However UNI 4.0 does not
allow these IEs to be used with the UBR service category, and the only QoS Class allowed for UBR is Class 0. See
Table A9-2 in [UNI4.0] for the allowed combinations of QoS parameters and ATM service categories.

4.8.9.3 AAL5 Parameters

The only AALS parameter that may be negotiated is the CPCS-SDU size. This is the maximum number of octets
that may be transferred in an AALS frame on that VCC. Thisincludes any Data-Link Layer octets (e.g. MAC and
LLC sub-layers). Theterm “MTU size” refers to the size of the internetwork layer PDU (e.g. NHRP packet starting
with ar$afn byte, or IP packet starting with the version number field). The MTU size does not include any MAC or
LLC octets.
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For MPOA components, the default CPCS-SDU size is 1536 octets. All MPOA components must support
initiating and receiving V CCs that use a CPCS-SDU size of the default size in both the forward and backward
directions.

An MPOA component may attempt to negotiate alarger CPCS-SDU size, in accordance with the procedures
specified in Annex F of [UNI 3.1]. When doing so, the proposed value of CPCS-SDU must not be less than the
default size. When an MPOA component proposes the use of alarger size than the default, it must be prepared to
accept the remote party negotiating the value downwards. If an MPOA component receives an incoming call that
proposes alarger value than the default, it must not treat this an error. Instead, it may accept the proposed value if it
can support that, or use a smaller value that must not be less that the default value. The negotiated value is not
restricted to being one of the LANE maximum frame sizes. For example two MPOA hosts could negotiate a size of
65535 bytes. |f aremote party negotiates the CPCS-SDU down to avalue lower than the default size, an MPOA
component may use choose to use the VCC (performing any necessary fragmentation) or to release the VCC.

If an MPOA/NHRP Resolution exchange was used to obtain the remote ATM address to which an MPOA
component wishesto set up an SVC, then the desired MTU of the remote party should be known in advance of SVC
establishment, as an MPOA component is required to include a non-zero value for desired MTU sizein an MPOA
Cache Imposition Reply. If thereis no explicit indication of MTU size in an MPOA/NHRP Resolution Reply then
avalue of 9180 should be assumed as the desired MTU size of the remote party. If LLC/SNAP isto be used on the
SVC then the CPCS-SDU size should be at least 8 bytes greater than the MTU size, to alow space for the
LLC/SNAP header. If the SVCisto be used for data packets using the MPOA tagged encapsulation the CPCS-
SDU size should be at least 12 bytes greater than the MTU size, to allow space for the MPOA tag and LLC/SNAP
header.

If an MPOA/ NHRP Resolution exchange was not used to obtain the remote ATM address to which an MPOA
component wishes to set up an SVC, then the default CPCS-SDU size appropriate to the type of interface (LANE or
Native ATM) over which the destination is reached should be used. Typically thiswill be the case for SVCsthat are
setup to adjacent Components on the same ELAN/LIS for the purpose of transferring Control PDUs. For an ELAN
the MPOA default value of 1536 should be proposed, independent of the maximum frame size or emulation typein
use on that ELAN. One reason for thisis that many LECs, with different parameters, may be served by asingle
MPC. Thisimplies that an edge device that only supports Token-Ring, for example, may be required to send its
control flows over SVCsthat use the MPOA default size. For Native IP over ATM the CPCS-SDU default sizeis
9188 (9180 MTU + 8 LLC/SNAP). Thus for example if an MPSis setting up an SVC to a next hop NHS reached
over aNative ATM interface it should propose a CPCS-SDU size of 9188.

The CPCS-SDU sizes that an MPOA edge device will wish to use are determined by the maximum frame sizes of
the LAN media attached to the edge device. An MPC is not required to do fragmentation of internetwork layer
packets. If after an exchange of NHRP packets an MPC determines that to meet the MTU capabilities of the remote
party it must perform fragmentation, it may choose to keep using the default hop-by-hop LANE path and not
establish a shortcut. An intermediate router will perform any necessary fragmentation. Note that if possible all hosts
in an MPOA network, both LAN and ATM attached, should use mechanisms such as Path MTU Discovery to reduce
or eliminate the requirement for the network to fragment packets, as the inefficiencies due to performing
fragmentation may be significant.

For MPOA, the AALS adaptation layer |E must always contain values for both the Forward and Backward CPCS-
SDU sizes, and the | E itself must be included in both SETUP and CONNECT messages. The requirement to include
the AALS adaptation layer IE in a CONNECT message is an additional requirement over the Annex F of [UNI 3.1]
procedures, but is required by [RFC 1755].

The SSCS type parameter should be omitted. If present it must be coded to indicate the null SSCS (a value of zero).
An MPOA component must treat the presence of this parameter with a zero value, and the absence of the parameter
as equivalent.

Use
This |E must be present in both SETUP and CONNECT messages.
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Format

Fied Vaue
AAL Type 5
Forward Max SDU Size ID 140
Forward Max SDU Size asdesred
Backward Max SDU Size ID 129
Backward Max SDU Size asdesred

UNI 3.0 considerations

For UNI 3.0, the mode parameter should be omitted. If included it should be set to 1 to indicate message mode. This
parameter must be ignored by an MPOA component. For UNI 3.1 and later the mode parameter isillegal.

The value for the cause “AAL Parameter Cannot be Supported” is93in UNI 3.0 and 78 in UNI 3.1. (Note that the
value of 78 for thiserror indication in UNI 3.1 isan error and the correct value should have been 93).

MPOA & NHRP-only interoperability considerations

If a NHRP-only Component does not support CPCS-SDU size negotiation then it will not be possible to establish
an SV C between it and an MPOA component that does not support the NHRP default size. This situation may be
recognized if an MPOA component initiates an SV C that gets rejected with the error code for “AALS parameters
cannot be supported”, or an MPOA component accepts an incoming call but negotiates the CPCS-SDU value down,
and then finds that the call isimmediately released by the remote party, with the same error code. An MPOA
component should recognize this situation and stop attempting to establish a VCC to those Components that
exhibit this behavior.

4.8.9.4 B-LLI

The purpose of the B-LLI |E isto provide ameans to be used for compatibility checking by an addressed entity. It
specifies the layer 2 and/or layer 3 protocol, and thus the encapsulation, that the calling party plans to use on the
VCC being established.

LLC/SNAP encapsulation is the default encapsulation for MPOA, and this encapsulation must be implemented by
all MPOA components. The use of B-LLI negotiation is allowed, but is not required. An MPOA component must
includeaB-LLI IE in a SETUP message encoded as shown in the table below. The layer 2 information indicates
LLC and thereis no layer 3 information.

An MPOA component may implement B-LLI negotiation procedures as defined in Annex C of [UNI 3.1]. In this
way an encapsulation other than the default may be negotiated and used. An example of an alternative encapsulation
is the null encapsulation (V CC-multiplexing), as described in [RFC 1483], where an internetwork layer packet is
carried in the AAL5 CPCS-PDU payload, with no Data-Link Layer information included. Up to three instances of
the B-LLI IE may beincluded in a SETUP message. The order of appearance of the B-LLI |Esindicates the order of
preference, i.e. most favored B-LLI isfirst. If this negotiation is used, one of the B-LLI |Es must indicate the use of
LLC, asdescribed above. An MPOA component receiving a SETUP must not assume that the B-LLI |E indicating
LLC isthefirst or only B-LLI IE in the SETUP message. This applies even if the MPOA component does not
support the use of any encapsulation other than LLC/SNAP. This allows a station that proposes negotiation to
interoperate with one that does not.

A single B-LLI IE may be included in the CONNECT message. If it is not included, it means that the called party
accepts the first (or only) B-LLI IE in the SETUP message. If it isincluded, it means that the called party is
explicitly indicating the B-LLI IE it is accepting.

Use
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This |E must be used in a SETUP message. It may be used in a CONNECT message.

For mat

Field Vaue

Layer 21D 2

User Information Layer 2 Protocol 12 LAN LLC (1SO 8802/2)

4.8.9.5 Broadband Bearer Capability

An MPOA component must support the use of both BCOB-C and BCOB-X. It must be able to signal either
capability, and receive an incoming call that uses either capability. If the call is rejected due a problem with the
bearer capability (causes 57 - not authorized, 58 - not presently available, or 65 - not implemented), it should retry
using the other value.

When a user specifies BCOB-C, the user is requesting more than an ATM-only service. The network may look at the
AAL and provide service based on it. When the user specifies BCOB-X, the user is requesting an ATM-only service
from the network, and the network shall not process any higher layer protocols (e.g. AAL protocols). Note that in
UNI 4.0 the frame discard feature can be used with both BCOB-C and BCOB-X.

This specification recommends that BCOB-X be the default, with BCOB-C used when configured to do so, or when a
call using BCOB-X failed due to the causes listed above.

Appendix F of [UNI 3.1] specifies additional rules for the encoding of this IE, that supplement those specified in
section 5.4.5.7 of [UNI 3.1]. Note that octet 5a must be absent if BCOB-C is used.

Use
This |E must be present in a SETUP message.

Format
Note: the table shows the default value, not the only valid one

Field Value

Bearer Class 16 (BCOB-X)
Traffic Type 0 (no indication)
Timing Requirements 0 (no indication)
Susceptibility to Clipping 0 (not susceptible)
User Plane Connection Configuration 0 (point to point)

4.8.9.6 ATM Addressing information
Addressing information is conveyed using the following |Es:

» Cdling Party Number

e Cdled Party Number

e Cdling Party Subaddress
» Cadlled Party Subaddress

An MPOA component must support the use of private ATM addresses, and must support the use of all three formats
of private ATM addresses (DCC format, ICD format, E.164 format). An MPOA component may support the use of
Native E.164 ATM addresses (for which thereisasingle format). The control ATM address of an MPOA
component must be aprivate ATM address.
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An MPOA component is not required to support the use of the Calling Party Subaddress or Called Party Subaddress
IEs. These IEs are used to carry aprivate ATM address across a public network that supports only Native E.164
Addresses. LANE does not require the use of the Calling Party Subaddress or Called Party Subaddress | Es and MPOA
makes no additional requirementsin thisregard. An MPOA component may support the use of the Calling Party
Subaddress or Called Party Subaddress | Es.

Use

The Calling Party Number and Called Party Number |Es must be used in a SETUP message. The Calling Party
Subaddress and Called Party Subaddress |Es may be used in a SETUP message.

Format

The formats for private ATM addresses are shown. The coding of Calling/Called Party Number using Native E.164
ATM addresses and the coding of the Subaddress |IEs are as defined in [UNI 3.1].

Calling Party Number

Field Vaue

Type of Number 0 (unknown)
Addressing/Numbering Plan Identification | 2 (ATM endsystem address)
Presentation Indicator 0 (presentation allowed)

Screening Indicator 1 (user provided verified & passed)
Address Octets addressvalue

Called Party Number

Fied Value

Type of Number 0 (unknown)
Addressing/Numbering Plan Identification | 2 (ATM endsystem address)
Address Octets addressvaue

UNI 3.0 considerations

In UNI 3.1, the ATM Endsystem Address type was introduced to differentiate ATM addresses from OS| NSAPs. In
UNI 3.0, ‘ATM Endsystem Address’ is not avalid type. Therefore, in the Called and Calling Party Subaddress | Es,
the three-bit ‘ type of subaddress' field must specify ‘NSAP (value = 001) when using the Subaddress | E to carry
ATM addresses.
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5. MPOA Frame Formats
[Normative]

5.1 Encapsulation

5.1.1 Data Frame Encapsulation

By default, MPOA uses LLC encapsulation for all data flows in accordance with the rules defined in [RFC 1483].
The default shortcut data encapsulation is the RFC 1483 LL C Encapsulation for Routed Protocols, shown in Figure
11. MPOA dlows the negotiation of alternative encapsulations (e.g. Null Encapsulation) using the B-L LI
negotiation procedures defined in ATM Signalling [UNI 3.0,UNI 3.1, UNI 4.0]. All MPOA devices must be able to
use the default encapsulation for all data flows on all VCCs. Negotiation of other encapsulationsis optional.

MPOA also allows the optional use of the MPOA Tagged Encapsulation shown in Figure 12 for data flows. The
format for tagged packets consists of an 8-byte LL C/SNAP header, a 4-byte tag field, and the Internetwork layer
packet. Thetag field must be used to determine the Internetwork layer protocol type of the packet which follows.
There may be amix of tagged and non-tagged packets on aVCC.

0 1 2 3
01234567890123456789012345678901
T S T i ST S S e e e AT AT SN S S S S i SuIE S S e

| OxAA | OxAA | 0x03 | 0x00 |
S
| 0x00 | 0x00 | Et her Type |

T T e i e e e T ik i R SR S e e s
| I nternetwork Layer PDU (up to 2716 - 9 octets) |
B i S S i i S S S S N i s S I iy s S S

Figure 11 RFC 1483 LLC Encapsulation for Routed Protocols

0 1 2 3

01234567890123456789012345678901
R e i i i i o D R R o o i i S
| 0xAA | 0xAA | 0x03 | 0x00 |
B T I S I T T e a T S S o S S S I T s
| 0x00 | 0x00 | 0x884C |
B T i i T S S T S S I ik sk sl I SN SRR S S S
| MPQA Tag |
R e i i i i o D R R o o i i S
| Internetwork Layer PDU (up to 27216 - 13 octets) |
B T I S I T T e a T S S o S S S I T s

Figure 12 MPOA Tagged Encapsulation for Routed Protocols

5.1.2 Control Frame Encapsulation

By default, MPOA uses LL C encapsulation for al control flows as defined in [NHRP] and shown in Figure 13.
MPOA allows the negotiation of alternative encapsulations (e.g. Null Encapsulation) using the B-LLI negotiation
procedures defined in ATM Signalling [UNI 3.0,UNI 3.1, UNI 4.0].
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01234567890123456789012345678901
I T S S S e T T T S S e e s T e e

| OxAA

| OxAA

0x03 | 0x00

i S T S S S T S S S S i S S S e

| 0x00

R R R

i S S i S

5.2 LANE TLVs

| Ox5E

4o -
MPQOA PDU
-t -

0x00 | 0x03

B e e i i i i T T T e
(up to 2716 -
B i S S e L S T Attt T sl s ST S g

9 octets) |

Figure 13 MPOA Control Frame Encapsulation

5.2.1 MPS Configuration TLVs
The following TLVs may be used to change the default values for MPS parameters.

TLV Name Type Length | Vaue
Keep-Alive Time 00-AO0-3E-1D | 2 MPS-plin seconds
Keep-Alive Lifetime 00-A0-3E-1E | 2 MPS-p2 in seconds
Internetwork-layer Protocols | 00-A0-3E-1F | 8 MPS-p3 encoding:
Control (1 octet):
0x00=DISABLE MPOA Resolution support for
the protocal.
0x01=ENABLE MPOA Resolution support for
the protocal.
Short protocol (2 octets):
(Encoded as specified in [NHRP]).
Long protocoal (5 octets):
(Encoded as specified in [NHRP]).
Note: Multiple Internetwork-layer Protocol TLVs may
be present.
MPS Initial Retry Time 00-AO0-3E-20 | 2 MPS-p4, in seconds.
MPS Retry Time Maximum | 00-A0-3E-21 | 2 MPS-p5, in seconds.
MPS Give-up Time 00-A0-3E-22 | 2 MPS-p6 in seconds
Default Holding Time 00-A0-3E-23 | 2 MPS-p7, in seconds.

5.2.2 MPC Configuration TLVs
Thefollowing TLVs may be used to change the default values for MPC Parameters.

TLV Name Type Length | Vaue
SC-Setup Frame Count 00-A0-3E-24 2 MPC-p1
SC-Setup Frame Time 00-AO0-3E-25 | 2 MPC-p2 in seconds
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Flow-detection Protocols

00-A0-3E-26

M PC-p3 encoding:

Control (1 octet):
0x00=DISABLE flow detection for the protocol
0x01=ENABLE flow detection for the protocol.
Short protocol (2 octets):
(Encoded as specified in [NHRPY]).
Long protocal (5 octets):
(Encoded as specified in [NHRPY]).

Note: Multiple Flow-detection Protocols TLVs may be
present.

MPC Initial Retry Time

00-AQ-3E-27

MPC-p4, in seconds.

MPC Retry Time Maximum

00-A0-3E-28

MPC-p5, in seconds.

Hold Down Time

00-A0-3E-29

MPC-p6, in seconds.

5.2.3 Device Type TLV

The MPOA Device Type TLV contains two sub-fields within the value field, as shown below. One sub-field
identifies the type of MPOA device (server or client). The other sub-field specifiesthe ATM address of the MPOA

device using UNI 4.0 encoding.

TLV Name

Type

Length

Vaue

MPOA Device Type

00-A0-3E-2A

N

MPOA DEVICE TYPE (1 octet)
0==Non-MPOA device
1 == MPOA Server
2 == MPOA Client
3==MPSand MPC
4-255 undefined (reserved for future use)
Number of MPS MAC Addresses (1 octet)
Thisfield is always present.
Usage depends on device type, asfollows:

devicetype |use

0 | must be zero (i)

1 | may be zero or non-zero (i)
2 | must be zero (iii)

3 | must be non-zero (iv)

MPS Control ATM ADDRESS (20 octets)
Present only for devicetypes 1 and 3.

(Private ATM address format. See UNI 4.0 sec.
3.0 for encoding)
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MPC Control ATM ADDRESS (20 octets)
Present only for device types 2 and 3.

(Private ATM address format. See UNI 4.0 sec.
3.0 for encoding)

MPS MAC Addresses (Variable length)

(i) &l MAC addresses served by the ATM address are non-MPOA MAC addresses.

(i) if zero, then @l MAC addresses served by the ATM address are MPS MAC addresses; if non-zero all MAC
addresses served by the ATM address are non-MPOA MAC addresses except for those enumerated in the MAC
address list, which are MPS MAC addresses.

(iii) al MAC addresses served by the ATM address are MPC MAC addresses.

(iv) dl MAC addresses served by the ATM address are MPC MAC addresses except for those enumerated in the
MAC addresslist, which are MPS MAC addresses.

5.3 Frame Formats

The encapsulation used for MPOA control messages is the same asis defined for NHRP control messagesin
[NHRP].

MPOA specifies the following control messages:

MPOA Resolution Request

MPOA Resolution Reply

MPOA Cache Imposition Request
MPOA Cache Imposition Reply
MPOA Egress Cache Purge Request
MPOA Egress Cache Purge Reply
MPOA Keep-Alive

MPOA Trigger

These messages reuse the NHRP packet formats. The NHRP packet type values 0x80 - 0x100 are administered by
IANA. MPOA control messages use the values 0x80-0x87.

N~ WNE

MPOA aso uses the following NHRP control messages between MPCs and MPSs;
1. NHRP Purge Request
2. NHRP Purge Reply

5.3.1 MPOA CIE Codes

The following codes are defined for usein MPOA messages (in addition to those defined in NHRP). These codes
may be used as deemed appropriate by MPOA components.
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Table5 MPOA CIE Codes

Code Meaning

0x00 Success

0x81 Insufficient resources to accept egress cache entry.

0x82 Insufficient resources to accept shortcut

0x83 I nsufficient resources to accept either shortcut or egress cache entry.
0x84 Unsupported Internetwork Layer protocol

0x85 Unsupported MAC layer encapsulation

0x86 Not an MPC

0x87 Not an MPS

0x88 Unspecified/other

5.3.2 Control Message Format

Each MPOA control message is conveyed using the NHRP packet format. NHRP Extensions may be included in
each MPOA control message to convey additional information.

5.3.2.1 Fixed Header
Each MPOA control message has the same Fixed Header as an NHRP packet.

0 1 2 3

01234567890123456789012345678901
T i T T i i S e S S S T S R S S
| ar $af n | ar$pro.type |
B T ST o i T a2 e e e i i S S S S S e =
| ar $pro. snap |
s S il i i i S R T S S i e S e e ek o o
| ar$pro.snap | ar $hopcnt | ar $pkt sz |
T i T T i i S e S S S T S R S S
| ar $chksum | ar $ext of f |
B T ST o i T a2 e e e i i S S S S S e =
| ar$op.version | ar $op.type | ar $sht | | ar $sst | |
s S il i i i S R T S S i e S e e ek o o

ar$op.version is set to 0x01 (NHRP).
Packet type values (ar$op.type) are assigned for MPOA control messages as follows.

ar$op.type MPOA Control Message
0x80 MPOA Cache Imposition Request
0x81 MPOA Cache Imposition Reply
0x82 MPOA Egress Cache Purge Request
0x83 MPOA Egress Cache Purge Reply
0x84 MPOA Keep-Alive
0x85 MPOA Trigger
0x86 MPOA Resolution Request
0x87 MPOA Resolution Reply

Other fields in the Fixed Header must be set in conformance with NHRP.

60



MPOA Version 1.0 AF-MPOA-0087.000

5.3.2.2 Common Header
Each MPOA control message has the same Common Header as an NHRP packet.

The Common Header is as follows:

0 1 2 3

01234567890123456789012345678901
s Sl i S T it i SR S S N
| Src Proto Len | Dst Proto Len | Fl ags |
T S e i i i i N S S
| Request 1D |
B i S S i i S S S S N i s S I iy s S S
| Source NBVA Address (variabl e | ength) |
s S i i S i i S i N S e ok
| Source NBMA Subaddress (variabl e | ength) |
T S s s i i i ik N e
| Source Protocol Address (variable |ength) |
B i S S i i S S S S N i s S I iy s S S
| Destination Protocol Address (variable |ength) |
s S i i S i A S i N S

The Common Header specifies the sender's NBMA (ATM) and internetwork layer address and the receiver's
internetwork layer address. Some exceptions exist in the context of certain MPOA control messages as described in
the section for each message.

For consistency, al fields of the Common Header should be filled in as specified by NHRP, even though in some
cases the receiving station may ignore some of them.

5.3.2.3 Client Information Element
MPOA control messages may have the same Client Information Elements as an NHRP packet.

The CIE has the following format:

0 1 2 3
01234567890123456789012345678901
e s o i T e i ik ik N SR SR e S
Code | Prefix Length | unused |
e o o e e e i e i o i I e s
Maxi mum Transni ssi on Unit | Hol di ng Ti ne |
i T S e i it S S I i i S S S 2

+

+-

..

-

| di Addr T/L | Cdi SAddr T/L | Ci Proto Len | Preference |
i i R R T b o e e e e T
| Client NBMA Address (variable |ength) |
e T e e i e e e e T ok Sk e S R R e
| Client NBMA Subaddress (variable | ength) |
B i S S i i S S S S N i s S I iy s S S
| Client Protocol Address (variable |ength) |
i i R R i t sk s i S SR i e S S e e S

The usage of the CIE for each message-specific part is described in the section for each message.

5.3.2.4 Extensions

MPOA control messages may have the same Extensions as an NHRP packet, such as Route Record, NHRP
Authentication and Vendor Private Extensions.

All MPOA Extensions, summarized in the following table, use the NHRP Extension format.
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Table 6 MPOA Extensions

Type MPOA Extension
0x1000 MPOA DLL Header Extension
0x1001 MPOA Egress Cache Tag Extension
0x1002 MPOA ATM Service Category Extension
0x1003 MPOA Keep-Alive Lifetime Extension
0x1004 MPOA Hop Count Extension
0x1005 MPOA Original Error Code Extension

5.3.2.4.1 MPOA DLL Header Extension

The MPOA DLL Header Extension is used to convey Data-Link Layer Header information [including MAC
destination address, MAC Source Address, Route Information Field (in the case of 802.5 Token Ring), Ethernet
Type (in the case of Ethernet), or LLC Header (in the case of |IEEE 802)].

The MPOA DLL Header Extension format is as follows:

0 1 2 3
01234567890123456789012345678901
B S e e i i i o e o
1] O] Type = 0x1000 | Length |
B i S S S T i i T s i I S S S S T S S

Cache ID |

B i S i S i S S it T i i S S S S S S S S
ELAN | D |

B i T T S e e i ol i S S S e S e s i T S SR R S
DH Length | DLL Header (variable |ength) |
i T S s o i S S N i s s P S SR S Y

+
|
+
|
+
|
+
|
+
Cache ID specifiesthe egressMPS's ID for an egress cache entry. A value of zero for the cache ID is not allowed.
ELAN ID specifiesaLANE ELAN ID.

DH Length specifies the length of the DLL header.

DLL header isused to specify Data-Link Layer Header information.

The specific usage of this Extension is described in the appropriate section for each message.

5.3.2.4.2 MPOA Egress Cache Tag Extension
The MPOA Egress Cache Tag Extension is used to convey egress cache tags.

The MPOA Egress Cache Tag Extension format is as follows:

0 1 2 3

01234567890123456789012345678901
B i T I e N e ik sl T I S S TR S S R e S N i T ik o O
| O] O] Type = 0x1001 | Length |
B el ik T I e S S e I e it sl I i e e S R e ks i T I SR e
| Tag |
i o o e e e el e S i sl S S S S e e e S e e e i s

Thetag isa 32 bit value chosen by the egress MPC.. A value of zero for the tag is not allowed
The specific usage of this Extension is described in the appropriate section for each message.

5.3.2.4.3 MPOA ATM Service Category Extension
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The MPOA ATM Service Category Extension is used to convey the set of Service Categories supported by the
sender.

The MPOA ATM Service Category Extension format is as follows:

0 1 2 3

01234567890123456789012345678901
B T i i o S S S I T i ik s S I N S I Y
| O] O] Type = 0x1002 | Length |
B T i i T S S T S S I ik sk sl I SN SRR S S S
| Servi ce Category |
s s T e S i T S e e e S e ol ok o I T

Service Category has precisely the same syntax and semantics defined in the corresponding LANE TLV [LANE].
The specific usage of this Extension is described in the appropriate section for each message.

5.3.2.4.4 MPOA Keep-Alive Lifetime Extension

The MPOA Keep-Alive Lifetime is used to convey the duration of time that a Keep-Alive message may be
considered valid.

The MPOA Keep-Alive Lifetime Extension format is as follows:

0 1 2 3

01234567890123456789012345678901
s s T e S i T S e e e S e ol ok o I T
| 0] O] Type = 0x1003 | Length |
B T I S I T T e a T S S o S S S I T s
|
+-

Keep-Alive Lifetine |
R o ol I I e e S S S e e R it I o S e R ok i ol it sl T S

5.3.2.4.5 MPOA Hop Count Extension

This extension is used to convey the hop count limit for forwarding internetworking packets. It is used for
internetworking protocols that use a hop count field that counts up (e.g. the transport control field in IPX) and not
down (e.g. the TTL field in IP). In order to be forwarded over a shortcut VCC the internetworking layer packet must
contain a hop count that is less than the value specified in the hop count extension.

The MPOA Hop Count Extension format is as follows:

0 1 2 3

01234567890123456789012345678901
b e bo bo bo bo bo be be be bo be bo bo bo bo bo b bo b b o b b o o o o o o o
0] 0 Type = 0x1004 | Length |
e T

+
+- +-
| Hop Count |
B T I S I T T e a T S S o S S S I T s

5.3.2.4.6 MPOA Original Error Code Extension

This extension may be included in any MPOA message. Its purpose is to preserve the original MPOA error code
through conversions to and from NHRP messages. It may only be included in a Reply if the extension was included
in a Request. An ingress MPC may include this extension with a null value in an MPOA Resolution Request, to
allow itsusein an MPOA Cache Imposition Reply. It may also be included in an MPOA Egress Cache Purge
Request message so that it may be included with the subsequent NHRP Purges that the egress MPS may generate.
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0 1 2 3

01234567890123456789012345678901
B i T I e N e ik sl T I S S TR S S R e S N i T ik o O
| O] O] Type = 0x1005 | Lengt h |
B el ik T I e S S e I e it sl I i e e S R e ks i T I SR e
| Error Code |
s s T e S i T S e e e S e ol ok o I T

5.3.3 MPOA Resolution Request Format

An MPOA Resolution Request is sent from an ingress MPC to an ingress MPS to request the egress ATM address
corresponding to an internetwork layer destination address. Upon receipt of an MPOA Resolution Request, an ingress
MPS must send a new NHRP Resolution Request towards the egress MPS.

Fixed Header
ar$op.type is set to 0x86 (MPOA Resolution Request).

Common Header
The Common Header is coded as follows:

Field Usage

Flags Unused.

Source NBMA Address The ATM address of the ingress MPC from which internetwork layer
datagrams will be sent.

Source NBMA Subaddress The ATM Subaddress of the ingress MPC from which internetwork layer
datagrams will be sent.

Source Protocol Address Optional. Source Protocol address of the MPC if used. If not used, Src Proto
Len field must be set to zero and no storage is allocated for the Source
Protocol address.

Destination Protocol Address The internetwork layer address of the final destination to which the
internetwork layer datagrams will be sent.

Other fields in the Common Header must be set in conformance with NHRP.

Client Information Element
One CIE may be added in conformance with NHRP.

Field Usage

Prefix Length Largest Acceptable prefix length.

MTU Unused and must be set to zero (0).

Extensions

An MPOA Egress Cache Tag Extension must be added as follows:

Field Usage

Type This field must be set to 0x1001 for an MPOA Egress Cache Tag Extension.
Length Thelength is set to zero (0) and no storage is alocated for the tag.

An MPOA ATM Service Category Extension should be added as follows:

Field Usage
Type This field must be set to 0x1002 for an MPOA ATM Service Category Extension.
Length Thisfield is coded as specified by NHRP.
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| Service Category | The Service Category is set to indicate the Service Categories supported by the ingress MPC. |

5.3.4 MPOA Resolution Reply Format

An MPOA Resolution Reply is sent from an ingress MPS to an ingress MPC in reply to a corresponding MPOA
Resolution Request upon receiving an NHRP Resolution Reply from the egress MPS.

Fixed Header
ar$op.type is set to 0x87 (MPOA Resolution Reply).

Common Header
The Common Header is coded as follows:

Field Usage

Flags Unused.

Source NBMA Address The ATM address of the ingress MPC from which internetwork layer
datagrams will be sent.

Source NBMA Subaddress The ATM Subaddress of the ingress MPC from which internetwork layer
datagrams will be sent.

Source Protocol Address Copied from corresponding MPOA Resolution Request.

Destination Protocol Address The internetwork layer address of the final destination to which the
internetwork layer datagrams will be sent.

Other fields in the Common Header must be set in conformance with NHRP.

Client Information Element
A CIE must always be present in the MPOA resolution reply.

For anormal resolution reply, all CIEs must be copied from the corresponding NHRP Resolution Reply.

To report an error condition the ingress MPS must include a CIE as follows:

Field Usage

Code Selected CIE Code

Prefix Length Unused.

Maximum Transmission Unit Unused.

Holding Time Unused.

Cli Addr T/L Thisfield must be set to zero and no storage is allocated for the Client NBMA
Address.

Cli SAddr T/L Thisfield must be set to zero and no storage is allocated for the Client NBMA
Subaddress.

Cli Proto Len Thisfield must be set to zero and no storage is allocated for the Client
Protocol Address.

Extensions
All Extensions must be copied from the corresponding NHRP Resolution Reply, except for those extensions the
ingress MPS added to theinitial request.

5.3.5 MPOA Cache Imposition Request Format

An MPOA Cache Imposition Request is sent from an egress MPS to an egress MPC to impose an egress cache
entry upon receipt of an NHRP Resolution Request from the ingress MPS.
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Fixed Header
ar$op.type is set to 0x80 (MPOA Cache Imposition Request).

Common Header
The Common Header is coded as follows:

Field Usage
Flags Unused
Request ID Thisfield is a Request ID for the imposition transaction. The MPS should

assign aRequest 1D for the MPOA Cache Imposition Request that is unique
over all unacknowledged impositions.

Source NBMA Address This field must be copied from the NHRP Resolution Request. Thisis the
ATM address of the ingress MPC (or NHC) from which internetwork layer
datagrams will be sent.

Source NBMA Subaddress This field must be copied from the NHRP Resolution Request. Thisis the
ATM Subaddress of the ingress MPC (or NHC) from which internetwork
layer datagrams will be sent.

Source Protocol Address Thisfield is set to the internetwork layer address of the egress MPS.

Destination Protocol Address This field must be copied from the NHRP Resolution Request. This address
refersto the internetwork layer address of the final destination to which the
internetwork layer datagrams will be sent.

Other fields in the Common Header must be set in conformance with NHRP.

Client Information Element
The CIE is coded as follows:

Field Usage

Code Unused.

Prefix Length Prefix length in bits for the Destination Protocol Address, as known to the
egress MPS.

Maximum Transmission Unit The egress MPS must set this field based on either local information, or copy
it from the NHRP Resolution Request.

Holding Time The number of seconds for which this entry should be considered to be valid
in the egress cache. The value given here must be at least twice as large as
the one that will be returned in the corresponding NHRP Resolution Reply.

Cli Addr T/L Thisfield must be set to zero and no storage is allocated for the Client NBMA
Address.

Cli Saddr T/L Thisfield must be set to zero and no storage is allocated for the Client NBMA
Subaddress.

Cli Proto Len Thisfield must be set to zero and no storage is allocated for the Client
Protocol Address at all.

Preference Unused.

Extensions

All NHRP Extensions must be copied from the original NHRP Resolution Request.
If the holding time in the CIE is non-zero, an MPOA DLL Header Extension must be included as follows:

Field Usage
Type Thisfield must be set to 0x1000 for an MPOA DLL Header Extension.
L ength Thisfield is coded as specified by NHRP.
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CachelD Thisfield is used to convey cache ID to be set in the egress cache. Cache ID
value must be selected by the egress MPS so that a different ID is assigned for
each egress cache entry.

ELAN ID Thisfieldis set to the LANE ELAN Id.

DH Length The length of the DLL Header.

DLL Header The DLL header to be used for encapsulating internetwork layer datagrams
when the egress M PC receives the datagrams from the shortcut before sending
them to the higher layers.

The MPS sends the egress MPC the DLL header that the egress router would use to transmit frames along the default
routed path via LANE to the destination specified in the NHRP common header.

For agiven LAN type, the DLL headers are self-describing. It is the responsibility of the egress MPC to parse the
DLL header provided by the MPS to determine whether the given encapsulation is supported for the given protocol.
If the MPC does not support the encapsulation or protocol provided in the MPOA Cache Imposition Request, the
MPC must return a status value in the MPOA Cache Imposition Reply indicating that either the DLL encapsulation
or protocol is not supported.

For DLL encapsulations that contain alength field, such as 802.3 LLC SNAP, the length field in the DLL header
section of the MPOA Cache Imposition Request must be filled in with the correct length for an empty frame. In the
802.3 LLC SNAP case, for example, the length field is set to 8.

The MPOA Imposition Request message is also used to purge egress cache entries in the egress MPC. In this case
the source NBMA Address field must be NULL, the holding time field must be set to zero and MPOA DLL header
extension is optional.

5.3.6 MPOA Cache Imposition Reply Format
An MPOA Cache Imposition Reply is sent from an egress MPC to an egress MPS in reply to an MPOA Cache
Imposition Reguest.

Fixed Header
ar$op.type is set to 0x81 (MPOA Cache Imposition Reply).

Common Header
The Common Header must be copied from the corresponding MPOA Cache Imposition Request.

Client Information Element
ClEs are coded as follows:

Field Usage

Code Selected CIE Code

Prefix Length Actual prefix length imposed in bits for the Client Protocol Address. The
prefix length may be set to indicate a host route.

Maximum Transmission Unit The MTU size should be set to the maximum value allowed by the egress
MPC. This value must be non-zero.

Holding Time Unused.

Cli Addr T/L This field must be set to zero (and no Client ATM Address included) unless
the status is Success.

Cli Saddr T/L This field must be set to zero (and no Client ATM Subaddress included)
unless the status is Success.

Cli Proto Len Thisfield must be set to zero and no storage is allocated for the Client
Protocol Addressat all.
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Client NBMA Address

ATM address of the egress MPC that will receive internetwork layer
datagrams via the shortcut.

Client NBMA Subaddress

ATM subaddress of the egress MPC that will receive internetwork layer
datagrams via the shortcut (if any).

Extensions

All Extensions must be copied from the corresponding MPOA Cache Imposition Request.

If an MPOA Egress Cache Tag Extension is included, it must be set as follows:

Field Usage
Length If avalid tag exists, the length is set to four (4).
Tag Set to the value of the tag chosen by the egress MPC.

If an MPOA Service Category Extension isincluded, it must be set as follows:

Field

Usage

Service Category

The Service Category is set to indicate the Service Categories supported by
the egress MPC.

5.3.7 MPOA Egress Cache Purge Request Format
An MPOA Egress Cache Purge Request is sent from an egress MPC to an egress MPS to purge an egress cache

entry. .
Fixed Header

ar$op.type is 0x82 (MPOA Egress Cache Purge Request).

Common Header

The Common Header is coded as follows;

Field Usage

Flags '(I)'he Flagsfield is coded asfolllows
0123456789012345
B i T S S it S S S

N unused |

el T T T s ol ok i B SN e e S
N: No- Reply Fl ag

Request ID The semantics of this field are the same as that of NHRP. This value must be
selected by the egress MPC, so that it may recognize the corresponding
MPOA Egress Cache Purge Reply.

Source NBMA Address Data ATM Address of the egress MPC.

Source NBMA Subaddress Data ATM Subaddress of the egress MPC (if any).

Source Protocol Address

Internetwork layer address of the MPC (if any). If the MPC has no
internetwork layer address, Src Proto Len must be set to zero and no storageis
allocated for the Source Protocol Address.

Destination Protocol Address

Internetwork layer address of the egress M PS.

Other fields in the Common Header must be set in conformance with NHRP.

Client Information Element

ClEs are coded as follows:
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Field Usage

Prefix Length Destination Prefix Length.

Client Protocol Address Destination Protocol Address (to purge)
Client NBMA Address Egress MPC Data ATM Address
Client NBMA Subaddress Egress MPC Data subaddress (if any)
Extensions

An MPOA DLL Header Extension must be included as follows:

Field Usage

CachelD Thisfield is used to convey a cache ID of the egress cache entry being
invalidated.

ELAN ID Unused.

DH Length This field must be set to zero and no storage is alocated for the DLL Header.

5.3.8 MPOA Egress Cache Purge Reply Format

An MPOA Egress Cache Purge Reply is sent from an egress MPS to an egress MPC in reply to an MPOA Egress
Cache Purge Request.

An MPOA Egress Cache Purge Reply is formed from an MPOA Egress Cache Purge Request by changing the
ar$op.type to 0x83.

Fixed Header
ar$op.type is set to 0x83 (MPOA Egress Cache Purge Reply).

Common Header
The Common Header must be copied from the corresponding MPOA Egress Cache Purge Request.

Client Information Element
All CIEs must be copied from the corresponding MPOA Egress Cache Purge Request.

Extensions
All Extensions must be copied from the corresponding MPOA Egress Cache Purge Request.

5.3.9 MPOA Keep-Alive Format
An MPOA Keep-Aliveis periodically sent from an MPS to an MPC(s).

Fixed Header
ar$op.type is set to 0x84 (MPOA Keep-Alive).

Common Header
The Common Header is coded as follows:

Field Usage
Flags Unused.
Request ID The sequence number of the Keep-Alive Message. This value must be set to

zero on the first transmission and must be incremented by at least one each
time the MPS sends this message to a given MPC.

Source NBMA Address Control ATM Address of the MPS.
Source NBMA Subaddress NULL
Source Protocol Address NULL
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| Destination Protocol Address | NULL

Client Information Element
There are no CIEs for this message.

Extensions

An MPOA Keep-Alive Lifetime Extension must be added as follows:

Field Usage

Type This field must be set to 0x1003 for an MPOA Keep-Alive Lifetime Extension.
Length Two (2) Octets

Keep-Alive Lifetime | Set to the duration of time that a K eep-Alive message may be considered valid

5.3.10 MPOA Trigger Format

An MPOA Trigger is sent from an ingress MPS to an ingress MPC to request the ingress MPC to issue MPOA
Resolution Requests.

Fixed Header
ar$op.type is set to 0x85 (MPOA Trigger).

Common Header
The Common Header is coded as follows:

Field Usage

Flags Unused.

Request ID Unused (there is no reply/ACK packet for this message).

Source NBMA Address Control ATM address of the ingress MPS.

Source NBMA Subaddress NULL

Source Protocol Address Internetwork layer address of the ingress MPS. This must be the internetwork

layer address that would be returned in an NHRP Responder Address Extension
or NHRP Forward/Reverse Transit Record Extension included by that MPS (if
such Extensions are included) in an NHRP Resolution Reply.

Destination Protocol Address Destination Protocol Address (to trigger)

Client Information Element
No CIE is used.

Extensions
No extensions are used.

5.3.11 NHRP Purge When Used on the Data Plane

An NHRP Purge message may be sent on the data plane by an egress MPC to an ingress MPC or NHC to purge
ingress cache entries.

Fixed Header
ar$op.typeis set to 5 (NHRP Purge Request).

Common Header
The Common Header is coded as follows:

|Field | Usage
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Flags

The Flagsfield is coded as follows:

1
123456789012345
i SR e o T SR e
|

0
0
+ +
| N unused |
+ +

B T S S s S S S S
N No- Reply Fl ag

The N bit must be set to one.

Request ID

Unused. Must be set to zero (0).

Source NBMA Address

Egress MPC data ATM address.

Source NBMA Subaddress

Egress MPC data ATM subaddress (if any).

Source Protocol Address

1. Settotheprotocol address of the egress MPS (if known) or NULL (Src
Proto Len=0 and no storage is allocated for the Source Protocol Address).

Destination Protocol Address

NULL

Other fields in the Common Header must be set in conformance with NHRP.

Client Information Element

The purge request includes one or more CIEs as follows:

Field Usage
Code Set to 0x00.
Prefix Length Prefix Length in bits for the Client Protocol Address(es) being purged. Only

ingress cache entries associated with the shortcut over which the MPOA Data
Plane Purgeis received are purged. All ingress cache entries for this shortcut
must be purged if the Prefix Length is set to 0x00.

Maximum Transmission Unit Unused.

Holding Time Unused.

Cli Addr T/L Thisfield must be set to zero and no storage is alocated for the Client NBMA
address at all.

Cli SAddr T/L Thisfield must be set to zero and no storage is allocated for the Client NBMA
Subaddress at all.

Cli Proto Len The length in octets of the Client Protocol Address.

Client NBMA Address

Egress MPC data ATM address.

Client Protocol Address

Theinternetwork layer address that is being purged from the ingress MPC's
cache.

Extensions

NHRP Authentication and Vendor Private Extensions may be added as desired.
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Annex A. Protocol-Specific Considerations
[Normative]

Each internetwork layer protocol provides addressing and forwarding functions in a different way, and uses different
encapsulations and different demultiplexing points (e.g. LSAPs, OUls, PIDs, and Ethernet Types) on LANs. Many
internetwork layer protocols even have multiple encapsulations on asingle LAN. Because of these differences,
MPOA components require internetwork layer protocol-specific knowledge to perform flow detection, address
resolution, and shortcut data transformations. Flow detection and address resolution require at least a minimal
understanding of internetwork layer addresses. Ingress MPC and egress M PC shortcut transformations must be
defined on a protocol-specific basis. Each of these functions must be specified individually for each internetwork
layer protocol supported.

A.1 IP Packet Handling in MPOA

This section describes the processing of |P packetsin MPOA. Note that MPOA does not define the handling of 1P
Packets that are not sent over shortcuts.

A.1.1Requirements

The MPOA System must support the IP version 4 Router Requirements [ROUTER REQ]. MPOA distributes this
responsibility across MPOA components.

A.1.2 Encapsulation

There are three standard formats for | P packets carried over Ethernet and Token Ring (shown in Figure 14-Figure 16),
and three standard formats for | P packets carried over an MPOA shortcut (shown in Figure 17-Figure 19).

0 1 2 3
01234567890123456789012345678901
R e i i i i o D R R o o i i S
| Desti nati on MAC Address |
B i ok T S I Y Y Y Y S S S it o S S S i o I
| Dest. MAC Address (cont.) | Sour ce MAC Address |
B el ik T I e S S e I e it sl I i e e S R e ks i T I SR e
| Source MAC Address (cont.) |
R e i i i i o D R R o o i i S
| Et her Type | | P PDU |
B i ok T S I Y Y Y Y S S S it o S S S i o I

Figure 14 Ethernet IP Encapsulation
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0 1 2 3

01234567890123456789012345678901
B T I S I T T e a T S S o S S S I T s
| Desti nati on MAC Address |
B T i i T S S T S S I ik sk sl I SN SRR S S S
| Dest. MAC Address (cont.) | Source MAC Address |
R e i i i i o D R R o o i i S
| Source MAC Address (cont.) |
B T I S I T T e a T S S o S S S I T s
| Length | OxAA | OxAA |
B T i i T S S T S S I ik sk sl I SN SRR S S S
| 0x03 | 0x00 | 0x00 | 0x00 |
R e i i i i o D R R o o i i S
| 0x08 | 0x00 | | P PDU |
B T I S I T T e a T S S o S S S I T s

Figure 15 802.3 IP Encapsulation

0 1 2 3

01234567890123456789012345678901
i i R R i e i e e e e T h
| AC/ FC | Destinati on MAC Address |
i T e e i T e e S ok o h ok i S
| Desti nati on MAC Address (cont.) |
B i S S i i S S S S N i s S I iy s S S
| Source MAC Address |
i i R R ok e i e S e Tk
| Source MAC Address (cont.) | RIF 0-30 Bytes (optional) |
e T e e i o e S S T ik ik e TR S S e s
| OxAA | OxAA | 0x03 | 0x00 |
B i S S i i S S S S N i s S I iy s S S
| 0x00 | 0x00 | 0x08 | 0x00 |
i i R R T b o e e e e T
| | P PDU |
i T e i e e e T ok S i Sl SRR R

Figure 16 802.5 IP Encapsulation

The DLL header supplied in the egress cache entry consists of the entire media specific encapsulation through
Ethernet Type. Notethat the LECID isnot included inthisDLL header. Note that the 802.3 DLL header contains a
length field that must be updated by the egress MPC for each packet received on a shortcut.

0 1 2 3
01234567890123456789012345678901
i S T S s i S S e e ks St S S S S S S e

| OxAA | OxAA | 0x03 | 0x00 |
R e i i i i o D R R o o i i S
| 0x00 | 0x00 | 0x08 | 0x00 |

B i T I e N e ik sl T I S S TR S S R e S N i T ik o O
| I nternetwork Layer PDU (up to 2216 - 9 octets) |
B el ik T I e S S e I e it sl I i e e S R e ks i T I SR e

Figure 17 RFC 1483 LLC/SNAP Encapsulation for Routed IP PDUs
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0 1 2 3
01234567890123456789012345678901
B i ok T S I Y Y Y Y S S S it o S S S i o I
| I nternetwork Layer PDU (up to 2716 - 1 octets) |
B el ik T I e S S e I e it sl I i e e S R e ks i T I SR e

Figure 18 RFC 1483 “Null” Encapsulation for Routed IP PDUs

0 1 2 3
01234567890123456789012345678901
e R e L R i S e e b s T ok S R SR R R e
| OxAA | OxAA | 0x03 | 0x00 |
B i S S i i S S S S N i s S I iy s S S
| 0x00 | 0x00 | 0x884C |
i i R R o b i e e N e T T
| MPOA Tag |
i T R i S e e e o ok Sk e SRR R e
| P PDU (up to 27216 - 13 octets) |
B i S S i i S S S S N i s S I iy s S S

Figure 19 MPOA Tagged Encapsulation for IP

A.1.3MPS Role
An MPSis co-located with arouter and must process | P packets in conformance with [ROUTER REQ)].

A.l.4Ingress MPC Role

An MPC must perform basic IP forwarding. Additional router features may be implemented in an MPC, as
described in the following subsections.

|P Options

There are some cases when the ingress MPC does not have all of the information that is required to meet the router
requirements. For example, when the ingress MPC receives a Strict Source Route option in an | P packet, it does not
have access to the routing table to determine whether the next hop given in the option is indeed the current next hop
to the destination. Thus, the ingress MPC cannot determine on its own whether the packet is to be forwarded or

dropped.

If the ingress MPC cannot correctly process an |P option, it must send the packet unmodified to the MPS via
LANE. Aningress MPC may send all packets with IP options to the MPS. Of course, if an MPC has full support
for an IP option, it should process the option on its own and send the packet over a shortcut.

TTL
When sending a packet via LANE, the MPC must not modify the TTL field in an IP packet.

When sending a packet via a shortcut, the ingress MPC must decrement the TTL by at least one in conformance
with [Router Requirements]. There is no requirement to decrement the TTL by the actual number of router hops that
are bypassed by the shortcut. If the TTL of the received packet is less than or equal to the value by which the MPC
intends to decrement the TTL, the MPC must either send the packet unmodified to the MPS via LANE, or must
discard the packet and send an ICMP Time Exceeded to the source of the packet.

Checksum
The IP checksum must be modified to reflect al changesto the |P header.
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ICMP

The ingress MPC may encounter avariety of error conditions when forwarding packets and must ensure that the
appropriate ICMP Error is generated. The ingress MPC must either send the packet unmodified to the MPS via
LANE, or must send the applicable ICMP message.

An ingress MPC may generate the following ICMP messages:

» Destination Unreachable (Fragmentation needed but DF bit set)
»  Time Exceeded (during transit)
*  Parameter Problem

When sending the Destination Unreachable ICMP due to fragmentation, the Path MTU Discovery technique should
be used as defined in [PATH MTU].

MTU
Aningress MPC may, but is not required to, fragment.

If the MTU returned in the MPOA Resolution Reply is smaller than the MTU on the inbound interface, the ingress
MPC must make a decision on how to handle the shortcut and fragmentation. To avoid unnecessary packet mis-
ordering, the ingress MPC must not set up the shortcut, and then send frames for a given flow on different paths
based on whether fragmentation is required. The following are acceptable options:

1. Ingress MPC may establish the shortcut and fragment packets when necessary.
2. Ingress MPC may choose not to establish the shortcut.

A.1.5Egress MPC Role

MTU
The egress MPC may advertise alarge MTU and fragment the packets itself.

TTL
The egress MPC is not required to decrement TTL.

A.2 IPX Packet Handling in MPOA

A.2.1Requirements

The MPOA System must support the IPX router requirements. MPOA distributes this responsibility across MPOA
components.

A.2.2 Encapsulation

Four common IPX encapsulations are in use over Ethernet: Raw Ethernet (Novell proprietary), Ethernet I, LLC,
and LLC/SNAP. Other media types have their own associated encapsulations. Three |PX encapsulations, shown in
Figure 20-Figure 22, may be used over a shortcut: Tagged, RFC 1483 Routed, and RFC 1483 NULL.
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0 1 2 3
01234567890123456789012345678901
I T S S S e T T T S S e e s T e e

| OxAA | OxAA | 0x03 | 0x00 |
B T i i T S S T S S I ik sk sl I SN SRR S S S
| 0x00 | 0x00 | 0x81 | 0x37 |

s i S e i T i i il ot I S S S
| | PX PDU (up to 2716 - 9 octets) |
s s s e o T S S S S T S s s S S S e s 2

Figure 20 RFC 1483 LLC/SNAP Encapsulation for Routed IPX PDUs

0 1 2 3

01234567890123456789012345678901
T i S i i S S T i i S S S e s
| | PX PDU (up to 2716 - 1 octets) |
i e S i S S i e R e i s i s S

Figure 21 RFC 1483 “Null” Encapsulation for Routed |PX PDUs

0 1 2 3

01234567890123456789012345678901
B T i i T S S T S S I ik sk sl I SN SRR S S S
| OxAA | OxAA | 0x03 | 0x00 |
s s T e S i T S e e e S e ol ok o I T
| 0x00 | 0x00 | 0x884C |
B T i i o S S S I T i ik s S I N S I Y
| MPQOA Tag |
B T i i T S S T S S I ik sk sl I SN SRR S S S
| | PX PDU (up to 2716 - 13 octets) |
s s T e S i T S e e e S e ol ok o I T

Figure 22 MPOA Tagged Encapsulation for |PX

A.2.3MPS Role

An MPS s co-located with an IPX router and must process |PX packets in conformance with IPX router
requirements.

The ingress MPS must include a hop count extension in MPOA Resolution Replies with avalue as determined by
the IPX routing protocol in use, (e.g. 16 for RIP).

A.2.41ngress MPC Role

IPX Options
There is no equivalent to the IP Options feature with IPX.

Transport Control

Unlike the IP TTL counts down, the IPX TC (Transport Control) field counts up. IPX hosts transmit packets with a
TC of zero. When an upper bound is reached, the packet is discarded. An ingress MPC must increment the TC before
sending an IPX packet on a shortcut.
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Originally, the upper bound with the IPX-RIP routing protocol was 16. With NLSP, this number is configurable
and may be as high as 128. Some other IPX routing protocols have an upper bound of 255. Packets that hit this
limit may be dropped or forwarded unmodified to the router to be dropped. The checksum field is not updated when
the TC is modified, asthe TC field is not included in the set of fields the checksum covers.

Aningress MPC must only forward an IPX packet over a shortcut if the transport control field in the packet has a
value that is less than the hop count extension value in the associated MPOA Resolution Reply. If the value of the
transport control field is greater than or equal to the hop count extension value, the MPC must send the packet
unmodified to the MPS via LANE.

In certain cases, unicast |PX packets may have a Source Network Number of zero. When a Netware client first
transmits a packet after booting, it will not know its own network number and will insert a zero in the Source
Network Number field. After theinitial SAP/RIP exchange it will know its own network number and should use
this from that point on. However, some clients do not do this and continue to use a zero Source Network Number.
IPX routers are required to accept these packets and insert the correct Source Network Number as they forward a
packet. If a packet with a source network number of zero is received by an MPC, the MPC must send the packet
unmodified to the MPS via LANE.

MTU
Thereis no fragmentation in IPX. Netware applicationstry different packet sizes until communication is achieved.

Encapsulation
Theingress MPC removes the LAN encapsulation and adds the shortcut encapsulation.

A.2.5Egress MPC Role

Checksum

When forwarding an IPX packet from a network where checksums are in use to a network using the Novell
proprietary Raw Ethernet encapsulation, it is necessary to set the checksum field to OxFFFF. Packets using the Raw
Ethernet encapsulation can only be distinguished from other encapsulations if the checksum field is OxFFFF. This
processing must be carried out by the egress MPC.

Encapsulation
The egress MPC removes the shortcut encapsulation and adds the LAN encapsulation.

The egress MPC does no further processing of IPX packets and simply delivers the packets to the higher layers.
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Annex B.
[Normative]

MPOA Request/Reply Packet Contents

B.1

Ingress MPC-Initiated MPOA Resolution

Ingress MPC-Initiated MPOA Resolution includes a request phase and a reply phase. The request phase proceeds
from left to right as follows:

Ingress MPC Ingress MPS Egress MPS Egress MPC
Packet Type | MPOA Resolution | NHRP Resolution MPOA Cache

Request Request Imposition Request
Request 1D Request ID 1 Request ID 2 Request ID 3
Sour ce NULL or MPC I-MPS Protocol E-MPS Protocol
Protocol Protocol Address Address Address
Address
Destination Destination Destination Protocol Destination Protocol
Protocol Protocol Address Address Address
Address
Source I-MPC DataATM | I-MPC DataATM I-MPC DataATM
NBMA Address Address Address
Address
Client NULL NULL NULL
Protocol
Address (1)
Prefix Widest Acceptable | Widest Acceptable Requested Prefix Length
Length (1) Prefix Length Prefix Length
Holding > 2 * Holding Time
Time
Client NULL NULL NULL
NBM A
Address (1)
Extensions Empty MPOA Received Extensions Received Extensions

Eg;ﬁgﬁche Tag MPOA DLL Heeder

Extension (CacheID,

MPOA ATM ELAN ID, DLL Header)

Service Category

Extension (1)
The reply phase proceeds from right to |eft as follows:

Ingress MPC Ingress MPS Egress MPS Egress MPC
Packet Type MPOA Resolution NHRP Resolution MPOA Cache

Reply Reply Imposition Reply
Request 1D Request ID 1 Request ID 2 Request ID 3
Sour ce Restoreto NULL or |- | I-MPS Protocol E-MPS Protocol
Protocol MPC address (from Address Address
Address origina MPOA
Resolution Request)

Destination Destination Protocol Destination Protocol Destination Protocol
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Protocol Address Address Address

Address

Sour ce I-MPC DataATM I-MPC DataATM I-MPC DataATM
NBMA Address Address Address

Address

Client E-MPS Protocol E-MPS Protocol NULL

Protocol Address Address

Address

Prefix Actual Prefix Length Actual Prefix Length Actual Prefix Length
Length (2

Holding Holding Time Holding Time NULL

Time

Client E-MPC DataATM E-MPC DataATM E-MPC DataATM
NBMA Address Address Address

Address

Extensions Recelved Extensions Recelved Extensions Received Extensions
Legend:

NULL: zero length, no space allocated in packet

Notes:

(2) Optional

(2) An E-MPC can modify the Prefix Length to make it a host entry if a CIE was included in the request. An E-
MPC must add a CIE with a host entry if a CIE was not included in the request.

B.2 Egress MPC-Initiated Egress Cache Purge

Egress MPC-Initiated Egress Cache Purge includes arequest phase and areply phase. The request phase proceeds
from right to left as follows:

Ingress MPC Ingress MPS Egress MPS Egress MPC

Packet Type NHRP Purge Request | NHRP Purge Request | MPOA Egress Cache
Purge Request

Request 1D Reguest ID 3 Reguest ID 2 Request ID 1
Sour ce E-MPS Protocol E-MPS Protocol NULL
Protocol Address Address
Address
Destination I-MPS Protocol I-MPS Protocol E-MPS Protocol
Protocol Address Address Address
Address
Source E-MPC DataATM E-MPC DataATM E-MPC DataATM
NBMA Address Address Address
Address
Client Destination Protocol Destination Protocol Destination Protocol
Protocol Address (to purge) Address (to purge) Address (to purge)
Address
Prefix Destination Prefix Destination Prefix Destination Prefix
Length Length Length Length
Client E-MPC DataATM E-MPC DataATM E-MPC DataATM
NBMA Address Address Address
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Address

Extensions

Received Extensions

Received Extensions MPOA DLL Header
Extension (Cache D)

Received Extensions

The reply phase proceeds from left to right as follows:

Ingress MPC Ingress MPS Egress MPS Egress MPC

Packet Type | NHRP Purge NHRP Purge Reply MPOA Egress Cache
Reply Purge Reply

Request 1D Request ID 3 Request ID 2 Request ID 1

Sour ce E-MPS Protocol E-MPS Protocol NULL

Protocol Address Address

Address

Destination I-MPS Protocol I-MPS Protocol E-MPS Protocol

Protocol Address Address Address

Address

Sour ce E-MPC DataATM | E-MPC DataATM E-MPC DataATM

NBMA Address Address Address

Address

Client Destination Destination Protocol Destination Protocol

Protocol Protocol Address Address (to purge) Address (to purge)

Address (to purge)

Prefix Destination Prefix | Destination Prefix Destination Prefix

L ength Length Length Length

Client E-MPC DataATM | E-MPC DataATM E-MPC DataATM

NBMA Address Address Address

Address

Extensions Received Received Extensions Received Extensions
Extensions

B.3 Egress MPS-Initiated Egress Cache Purge

Egress MPS-Initiated Egress Cache Purges are transacted with the ingress MPC and the egress MPC simultaneously.
Each transaction includes arequest phase and areply phase. The request phase proceeds as follows:

Ingress Ingress MPS Egress MPS Egress MPS Egress MPC
MPC
Packet Type NHRP Purge NHRP Purge MPOA Cache
Request Request Imposition
Request
Direction
Request 1D Request ID 3 Request ID 2 Request ID 1
Sour ce E-MPS Protocol E-MPS Protocol E-MPS Protocol
Protocol Address Address Address
Address
Destination I-MPS Addr I-MPS Addr Destination
Protocol Protocol Address
Address (to purge)

81




AF-MPOA-0087.000

MPOA Version 1.0

Source E-MPC Data E-MPC Data NULL
NBM A ATM Address ATM Address
Address
Client Destination Destination NULL
Protocol Protocol Address | Protocol Address
Address (to purge) (to purge)
Prefix Destination Prefix | Destination Prefix | Destination Prefix
L ength Length Length Length
Holding 0
Time
Client E-MPC Data E-MPC Data NULL
NBMA ATM Address ATM Address
Address
Extension MPOA DLL
Header Extension
(Cache ID) (4)
The reply phase proceeds as follows:
Ingress Ingress MPS Egress MPS Egress MPS Egress MPC
MPC
Packet Type | NHRP Purge NHRP Purge MPOA Cache
Reply Reply Imposition
Reply
Direction
Request 1D Reguest ID 3 Request ID 2 Request ID 1
Sour ce E-MPS E-MPS Protocol E-MPS
Protocol Protocol Address Protocol
Address Address Address
Destination I-MPS I-MPS Protocol Destination
Protocol Protocol Address Protocol
Address Address Address (to
purge)
Source E-MPC Data E-MPC Data NULL
NBM A ATM Address | ATM Address
Address
Client Destination Destination NULL
Protocol Protocol Protocol Address
Address Address (to (to purge)
purge)
Prefix Destination Destination Prefix Destination
Length Prefix Length Length Prefix Length
Client E-MPC Data E-MPC Data NULL
NBM A ATM Address | ATM Address
Address
Extensions Received
Extensions
(4) Optional
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B.4 Data-Plane Purge
Data-Plane Purges operate in a single phase from right to left as follows:

Ingress
MPC

Egress MPC

Packet Type

NHRP Purge Request

Request 1D Unused. Set to zero

Sour ce E-MPS Protocol

Protocol Addressor NULL (5)

Address

Destination NULL

Protocol

Address

Source NBMA E-MPC DataATM

Address Address

Client Destination Protocol

Protocol Address (to purge)

Address

Prefix Length Destination Prefix
Length

Client NBMA E-MPC DataATM

Address Address

Extensions

(5) Use E-MPS Protocol address if purge results from an MPS dying, and NULL if purge results from an egress

cache miss.

B.5 MPOA Trigger
MPOA Triggers operate in a single phase from right to left as follows:

Ingress Ingress MPS
MPC
Packet Type MPOA Trigger
Request 1D unused
Source NULL
Protocol
Address
Destination NULL
Protocol
Address
Source NBMA I-MPS Control ATM Address
Address
Client Destination Protocol Address (to trigger)
Protocol
Address
Prefix Length Destination Prefix Length
Client NBMA NULL
Address
Extensions None

83



AF-MPOA-0087.000 MPOA Version 1.0

B.6 MPOA Keep-Alive

MPOA Keep-Alive messages are sent by both ingress and egress MPSs. MPOA Keep-Alives operatein asingle
phase from left to right as follows:

MPS MPC
Packet Type MPOA Keep-Alive
Request ID Keep-Alive sequence
number
Source NULL
Protocol
Address
Destination NULL
Protocol
Address
Source NBMA MPS Control ATM
Address Address
Extensions MPOA Keep-Alive
Lifetime Extension
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Annex C. NBMA Next Hop Resolution Protocol (NHRP)
[Normative]

This Annex contains a copy of the following Internet Draft:

[NHRP] Luciani, Katz, Piscitello, Cole, “NBMA Next Hop Resolution Protocol (NHRP).”, INTERNET
DRAFT <draft-ietf-rolc-nhrp-11.txt>, expires September 1997.

It istheintent of the ATM Forum to replace this Annex with areference to the official Request For Comments
(RFC) for NHRP when it becomes available.
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Routi ng over Large O ouds Worki ng G oup James V. Luci ani
| NTERNET- DRAFT (Bay Networks)
<draft-ietf-rolc-nhrp-11.txt> Dave Katz

(cisco Systemns)

David Piscitello

(Core Competence, Inc.)
Bruce Col e

(Juni per Networ ks)

Expi res Sept enber 1997

NBMA Next Hop Resol ution Protocol (NHRP)

Status of this Meno

This docunent is an Internet-Draft. Internet-Drafts are working
docunents of the Internet Engineering Task Force (IETF), its areas,
and its working groups. Note that other groups may al so distribute
wor ki ng docunments as Internet-Drafts.

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
tinme. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as ‘‘work in progress.’’

To learn the current status of any Internet-Draft, please check the
‘‘lid-abstracts.txt’’ listing contained in the Internet-Drafts Shadow
Directories on ds.internic.net (US East Coast), nic.nordu.net
(Europe), ftp.isi.edu (US West Coast), or nunnari.oz.au (Pacific
Rm.

Abst ract

86

Thi s docunent describes the NBMA Next Hop Resol ution Protocol (NHRP).
NHRP can be used by a source station (host or router) connected to a
Non- Broadcast, Milti-Access (NBMA) subnetwork to determ ne the

i nternetworking | ayer address and NBMA subnetwor k addresses of the
"NBMA next hop" towards a destination station. |If the destination is
connected to the NBVA subnetwork, then the NBMA next hop is the
destination station itself. Qherw se, the NBVA next hop is the
egress router fromthe NBVMA subnetwork that is "nearest"” to the
destination station. NHRP is intended for use in a multiprotocol

i nternetworking | ayer environnment over NBMA subnetworks.

Note that while this protocol was devel oped for use with NBVA
subnetworks, it is possible, if not likely, that it will be applied
to BMA subnetworks as well. However, this usage of NHRP is for
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further study.

This docunent is intended to be a functional superset of the NBVA
Addr ess Resol ution Protocol (NARP) docunmented in [1].

Operation of NHRP as a neans of establishing a transit path across an
NBVA subnet wor k between two routers will be addressed in a separate
docunent (see [13]).

1. Introduction

The NBMA Next Hop Resol ution Protocol (NHRP) allows a source station
(a host or router), wishing to comuni cate over a Non-Broadcast,

Mul ti-Access (NBMA) subnetwork, to determine the internetworking

| ayer addresses and NBMA addresses of suitable "NBMA next hops"
toward a destination station. A subnetwork can be non-broadcast
ei t her because it technically doesn’t support broadcasting (e.g., an
X. 25 subnetwork) or because broadcasting is not feasible for one
reason or another (e.g., an SMDS multicast group or an extended

Et hernet would be too large). |If the destination is connected to the
NBVA subnetwor k, then the NBMA next hop is the destination station
itself. Oherwi se, the NBMA next hop is the egress router fromthe
NBVA subnetwork that is "nearest” to the destination station

One way to nmodel an NBMA network is by using the notion of logically
i ndependent | P subnets (LISs). LISs, as defined in [3] and [4], have
the foll owing properties:

1) Al nmenbers of a LIS have the sane | P network/subnet number
and address mask.

2) Al nmenbers of a LIS are directly connected to the sane
NBMA subnet wor k.

3) Al hosts and routers outside of the LIS are accessed via a router.
4) Al nenbers of a LIS access each other directly (w thout routers).

Address resolution as described in [3] and [4] only resol ves the next
hop address if the destination station is a nenber of the same LIS as
the source station; otherw se, the source station nust forward
packets to a router that is a menber of multiple LIS's. In nulti-LIS
configurations, hop-by-hop address resolution nay not be sufficient
to resolve the "NBMA next hop" toward the destination station, and IP
packets may have multiple I P hops through the NBMA subnetwork

Anot her way to nodel NBMA is by using the notion of Local Address
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Groups (LAGs) [10]. The essential difference between the LIS and the
LAG nodels is that while with the LIS nodel the outcome of the

"l ocal /renpte" forwarding decision is driven purely by addressing
information, with the LAG nodel the outcone of this decision is
decoupl ed fromthe addressing information and is coupled with the
Quality of Service and/or traffic characteristics. Wth the LAG
nodel any two entities on a combn NBMA network could establish a

di rect communi cation with each other, irrespective of the entities’
addr esses.

Support for the LAG nodel assunes the exi stence of a mechani smt hat
allows any entity (i.e., host or router) connected to an NBMA network
to resolve an internetworking | ayer address to an NBMVA address for
any other entity connected to the same NBVMA network. This resol ution
woul d take place regardl ess of the address assignnments to these
entities. Wthin the paraneters described in this docunent, NHRP
descri bes such a nechanism For exanple, when the internetworking

| ayer address is of type IP, once the NBMA next hop has been

resol ved, the source may either start sending |IP packets to the
destination (in a connectionless NBVA subnetwork such as SMDS) or may
first establish a connection to the destination with the desired
bandwi dth (in a connection-oriented NBVMA subnetwork such as ATM .

Use of NHRP may be sufficient for hosts doing address resol ution when
those hosts are directly connected to an NBVA subnetwork, allow ng
for straightforward i nplementations in NBMA stations. NHRP al so has
the capability of determining the egress point froman NBVA
subnetwork when the destination is not directly connected to the NBMA
subnetwork and the identity of the egress router is not |earned by

ot her methods (such as routing protocols). Optional extensions to
NHRP provi de additional robustness and di agnosability.

Address resol ution techni ques such as those described in [3] and [4]
may be in use when NHRP is deployed. ARP servers and services over
NBVA subnet wor ks may be required to support hosts that are not
capabl e of dealing with any nodel for comunication other than the
LI S nodel, and depl oyed hosts may not inplement NHRP but nay continue
to support ARP variants such as those described in [3] and [4]. NHRP
is intended to reduce or elimnate the extra router hops required by
the LIS nodel, and can be deployed in a non-interfering nmanner with
exi sting ARP services [14].

The operation of NHRP to establish transit paths across NBVA
subnet wor ks between two routers requires additional mechanisms to
avoid stable routing | oops, and will be described in a separate
docunent (see [13]).
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2. Overview

2.1 Terni nol ogy

The term "network™ is highly overl oaded, and is especially confusing
in the context of NHRP. W use the follow ng terns:

Internetwork | ayer--the nedi a-i ndependent |ayer (IP in the case of
TCP/ | P net wor ks) .

Subnetwork | ayer--the nedi a-dependent | ayer underlying the
i nternetwork layer, including the NBVA technol ogy (ATM X 25, SMDS
etc.)

The term "server”, unless explicitly stated to the contrary, refers
to an Next Hop Server (NHS). An NHS is an entity perforning the
Next Hop Resol ution Protocol service within the NBMA cloud. An NHS
is always tightly coupled with a routing entity (router, route
server or edge device) although the converse is not yet guaranteed
until ubiquitous deploynent of this functionality occurs. Note
that the presence of internediate routers that are not coupled with
an NHS entity may preclude the use of NHRP when source and
destination stations on different sides of such routers and thus
such routers may partition NHRP reachability wi thin an NBVA

net wor k.

The term"client”, unless explicitly stated to the contrary, refers
to an Next Hop Resolution Protocol client (NHC). An NHC is an
entity which initiates NHRP requests of various types in order to
obtai n access to the NHRP servi ce.

The term "station" generally refers to a host or router which
contains an NHRP entity. Cccasionally, the termstation wll
describe a "user" of the NHRP client or service functionality; the
difference in usage is largely semantic.

2.2 Protocol Overview

In this section, we briefly describe how a source S (which
potentially can be either a router or a host) uses NHRP to determ ne
the "NBMA next hop" to destination D

For administrative and policy reasons, a physical NBVA subnetwork may
be partitioned into several, disjoint "Logical NBMA subnetworks". A
Logi cal NBMA subnetwork is defined as a collection of hosts and
routers that share unfiltered subnetwork connectivity over an NBVA
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subnetwork. "Unfiltered subnetwork connectivity" refers to the
absence of closed user groups, address screening or sinilar features
that may be used to prevent direct comuni cati on between stations
connected to the same NBVA subnetwork. (Hereafter, unless otherw se
speci fied, we use the term "NBMA subnetwork"” to nean *|ogi cal * NBVA
subnet wor k. )

Placed within the NBVA subnetwork are one or nore entities that

i mpl ement the NHRP protocol. Such stations which are capabl e of
answeri ng NHRP Resol uti on Requests are known as "Next Hop Servers"
(NHSs). Each NHS serves a set of destination hosts, which may or may
not be directly connected to the NBMA subnetwork. NHSs cooperatively
resol ve the NBVA next hop within their Iogical NBVA subnetwork. In
addition to NHRP, NHSs may support "classical" ARP service; however,
this will be the subject of a separate document [14].

An NHS mai ntains a cache whi ch contains protocol |ayer address to
NBVA subnetwor k | ayer address resolution information. This cache can
be constructed frominformati on obtained from NHRP Regi ster packets
(see Section 5.2.3 and 5.2.4), from NHRP Resol uti on Request/Reply
packets, or through nechani sns outside the scope of this docunent
(exanpl es of such nmechani snms might include ARP[3] and pre-configured
tables). Section 6.2 further describes cache managenment issues.

For a station within a given LIS to avoid providi ng NHS
functionality, there nmust be one or nore NHSs within the NBVA
subnetwor k which are providing authoritative address resol ution
information on its behalf. Such an NHS is said to be "serving" the
station. A stations on a LIS that [acks NHS functionality and is a
client of the NHRP service is known as NHRP Client or just NHCs. |If
a serving NHS is to be able to supply the address resol ution

i nfornmati on for an NHC then NHSs nust exist at each hop al ong al
rout ed paths between the NHC maki ng the resolution request and the
destination NHC. The last NHRP entity along the routed path is the
serving NHS; that is, NHRP Resolution Requests are not forwarded to
destination NHCs but rather are processed by the serving NHS

An NHC al so nmmi ntains a cache of protocol address to NBMA address
resolution information. This cache is populated through information
obtai ned from NHRP Resol uti on Reply packets, from manua
configuration, or through mechani snms outside the scope of this
docunent .

The protocol proceeds as follows. An event occurs triggering station
Sto want to resolve the NBVA address of a path to D. This is nost
likely to be when a data packet addressed to station Dis to be
emtted fromstation S (either because station Sis a host, or
station Sis a transit router), but the address resolution could also
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be triggered by other neans (a routing protocol update packet, for
exanple). Station S first determ nes the next hop to station D

t hrough normal routing processes (for a host, the next hop may sinmply
be the default router; for routers, this is the "next hop" to the
destination internetwork | ayer address). |If the destination's
address resolution information is already available in S s cache then
that information is used to forward the packet. Qherwise, if the
next hop is reachabl e through one of its NBMA interfaces, S
constructs an NHRP Resol uti on Request packet (see Section 5.2.1)
containing station Ds internetwork | ayer address as the (target)
destination address, S's own internetwork |ayer address as the source
address (Next Hop Resol ution Request initiator), and station S s NBVA
addressing information. Station S may also indicate that it prefers
an authoritative NHRP Resolution Reply (i.e., station S only wishes
to receive an NHRP Resolution Reply froman NHS serving the
destination NHC). Station S enits the NHRP Resol uti on Request packet
towar ds the destination.

If the NHRP Resol ution Request is triggered by a data packet then S
may, while awaiting an NHRP Resol ution Reply, choose to dispose of
t he data packet in one of the follow ng ways:

(a) Drop the packet

(b) Retain the packet until the NHRP Resolution Reply arrives
and a nore optinmal path is avail able

(c) Forward the packet along the routed path toward D

The choi ce of which of the above to performis a |local policy matter

t hough option (c) is the recommended default, since it may allow data
to flowto the destination while the NBVA address is being resol ved
Not e that an NHRP Resol uti on Request for a given destination MJST NOT
be triggered on every packet.

VWhen the NHS recei ves an NHRP Resol uti on Request, a check is made to
see if it serves station D. If the NHS does not serve D, the NHS
forwards the NHRP Resol uti on Request to another NHS. Mechanisns for
determ ning how to forward the NHRP Resol uti on Request are di scussed
in Section 3.

If this NHS serves D, the NHS resolves station D s NBMA address

i nformati on, and generates a positive NHRP Resolution Reply on D's
behal f. NHRP Resolution Replies in this scenario are always narked
as "authoritative". The NHRP Resolution Reply packet contains the
address resolution information for station D which is to be sent back
to S. Note that if station Dis not on the NBMA subnetwork, the next
hop internetwork | ayer address will be that of the egress router

t hrough whi ch packets for station D are forwarded.
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A transit NHS receiving an NHRP Resol ution Reply may cache the
address resolution informati on contained therein. To a subsequent
NHRP Resol uti on Request, this NHS nmay respond with the cached, "non-
aut horitative" address resolution information if the NHS is pernitted
to do so (see Sections 5.2.2 and 6.2 for nore informati on on non-
aut horitative versus authoritative NHRP Resolution Replies). Non-
aut horitative NHRP Resol ution Replies are distinguished from
authoritative NHRP Resolution Replies so that if a comunication
attenpt based on non-authoritative information fails, a source
station can choose to send an authoritati ve NHRP Resol uti on Request.
NHSs MUST NOT respond to authoritative NHRP Resol uti on Requests with
cached i nformation.

If the determination is made that no NHS in the NBMA subnetwork can
reply to the NHRP Resol uti on Request for D then a negative NHRP

Resol ution Reply (NAK) is returned. This occurs when (a) no next-hop
resolution information is available for station D fromany NHS, or
(b) an NHS is unable to forward the NHRP Resol uti on Request (e.qg.
connectivity is lost).

NHRP Regi stration Requests, NHRP Purge Requests, NHRP Purge Replies,
and NHRP Error Indications follow a routed path in the same fashion
that NHRP Resol uti on Requests and NHRP Resol uti on Replies do.
Specifically, "requests" and "indications" follow the routed path
from Source Protocol Address (which is the address of the station
initiating the comuni cation) to the Destination Protocol Address.
"Replies", on the other hand, follow the routed path fromthe
Destination Protocol Address back to the Source Protocol Address with
the followi ng exceptions: in the case of a NHRP Registration Reply
and in the case of an NHC initiated NHRP Purge Request, the packet is
al ways returned via a direct VC (see Sections 5.2.4 and 5.2.5); if
one does not exists then one MJUST be created.

NHRP Requests and NHRP Replies do NOT cross the borders of a NBMA
subnet wor k however further study is being done in this area (see
Section 7). Thus, the internetwork |ayer data traffic out of and
into an NBMVA subnetwork al ways traverses an internetwork |ayer router
at its border.

NHRP optional Iy provides a nmechanismto send a NHRP Resol uti on Reply
whi ch contai ns aggregated address resol ution information. For
exanpl e, suppose that router X is the next hop fromstation Sto
station D and that X is an egress router for all stations sharing an
i nternetwork | ayer address prefix with station D. Wen an NHRP

Resol ution Reply is generated in response to a NHRP Resol ution
Request, the responder nay augrment the internetwork | ayer address of
station Dwith a prefix length (see Section 5.2.0.1). A subsequent
(non-authoritative) NHRP Resol uti on Request for sonme destination that
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shares an internetwork |ayer address prefix (for the nunber of bits
specified in the prefix length) with D nay be satisfied with this
cached information. See section 6.2 regarding caching issues.

To dynami cal ly detect subnetwork-layer filtering i n NBMA subnetwor ks
(e.g., X. 25 closed user group facility, or SVMDS address screens), to
trace the routed path that an NHRP packet takes, or to provide | oop
detection and diagnostic capabilities, a "Route Record" nay be

i ncluded in NHRP packets (see Sections 5.3.2 and 5.3.3). The Route
Record extensions are the NHRP Forward Transit NHS Record Extension
and the NHRP Reverse Transit NHS Record Extension. They contain the
i nternetwork (and subnetwork | ayer) addresses of all internediate
NHSs between source and destination and between destination and
source respectively. Wen a source station is unable to conmunicate
with the responder (e.g., an attenpt to open an SVC fails), it nay
attenpt to do so successively with other subnetwork |ayer addresses
in the NHRP Forward Transit NHS Record Extension until it succeeds
(if authentication policy permts such action). This approach can
find a suitable egress point in the presence of subnetwork-Iayer
filtering (which nmay be source/destination sensitive, for instance,
Wi t hout necessarily creating separate |ogical NBMA subnetworks) or
subnet wor k-1 ayer congestion (especially in connection-oriented
nmedi a) .

3. Depl oynent

NHRP Resol uti on Requests traverse one or nore hops within an NBVA
subnetwor k before reaching the station that is expected to generate a
response. Each station, including the source station, chooses a

nei ghboring NHS to which it will forward the NHRP Resol uti on Request.
The NHS sel ection procedure typically involves applying a destination
protocol |ayer address to the protocol |ayer routing table which
causes a routing decision to be returned. This routing decision is
then used to forward the NHRP Resol uti on Request to the downstream
NHS. The destination protocol |ayer address previously nentioned is
carried within the NHRP Resol uti on Request packet. Note that even

t hough a protocol |ayer address was used to acquire a routing
deci si on, NHRP packets are not encapsulated within a protocol |ayer
header but rather are carried at the NBVA | ayer using the
encapsul ati on described in Section 5.

Each NHS/ router exam nes the NHRP Resol uti on Request packet on its
way toward the destination. Each NHS which the NHRP packet traverses
on the way to the packet’s destination nmight nodify the packet (e.g.
updating the Forward Record extension). lgnoring error situations,
the NHRP Resol uti on Request eventually arrives at a station that is
to generate an NHRP Resolution Reply. This responding station
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"serves" the destination. The responding station generates an NHRP
Resol ution Reply using the source protocol address fromwithin the
NHRP packet to determ ne where the NHRP Resol ution Reply should be
sent.

Rat her than use routing to determ ne the next hop for an NHRP packet,
an NHS nay use other applicable nmeans (such as static configuration
information ) in order to determ ne to which neighboring NHSs to
forward the NHRP Resol uti on Request packet as |ong as such ot her
means woul d not cause the NHRP packet to arrive at an NHS which is
not along the routed path. The use of static configuration
information for this purpose is beyond the scope of this docunent.

The NHS serving a particular destination nmust lie along the routed
path to that destination. |In practice, this nmeans that all egress
routers nust double as NHSs serving the destinations beyond them and
that hosts on the NBMA subnetwork are served by routers that double
as NHSs. Also, this inplies that forwarding of NHRP packets within
an NBMA subnetwork requires a contiguous depl oynent of NHRP capabl e
routers. It is inmportant that, in a given LIS/ LAG which is using
NHRP, all NHSs within the LIS/ LAG have at | east sonme portion of their
resol uti on databases synchroni zed so that a packet arriving at one
router/ NHS in a given LIS/LAGwi Il be forwarded in the sane fashion
as packet arriving at a different router/NHS for the given LIS/ LAG
One nethod, anong others, is to use the Server Cache Synchronization
Protocol (SCSP) [12]. It is RECOMMENDED that SCSP be the nethod used
when a LIS/ LAG contains two or nore router/NHSs.

During mgration to NHRP, it cannot be expected that all routers
within the NBVA subnetwork are NHRP capable. Thus, NHRP traffic
whi ch woul d otherwi se need to be forwarded through such routers can
be expected to be dropped due to the NHRP packet not being

recognized. In this case, NHRP will be unable to establish any
transit paths whose di scovery requires the traversal of the non- NHRP
speaking routers. If the client has tried and failed to acquire a

cut through path then the client should use the network | ayer routed
path as a default.

If an NBMA technol ogy of fers a group, an anycast, or a nulticast
addressing feature then the NHC may be configured with such an
address whi ch woul d be assigned to the appropriate NHSs. The NHC

m ght then submt NHRP Resol ution Requests to such an address,
eliciting a response fromone or nore NHSs, depending on the response
strategy selected. Note that the constraints described in Section 2
regarding directly sending NHRP Resol ution Reply may apply.

VWhen an NHS "serves" an NHC, the NHS MJUST send NHRP nessages destined
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for the NHC directly to the NHC. That is, the NHRP nessage MJUST NOT
transit through any NHS which is not serving the NHC when the NHRP
nessage is currently at an NHS which does serve the NHC (this, of
course, assumes the NHRP nessage is destined for the NHC). Further
an NHS whi ch serves an NHC SHOULD have a direct NBMA | evel connection
to that NHC (see Section 5.2.3 and 5.2.4 for exanples).

Wth the exception of NHRP Regi stration Requests (see Section 5.2.3
and 5.2.4 for details of the NHRP Regi stration Request case), an NHC
MUST send NHRP nessages over a direct NBMA | evel connection between
the serving NHS and the served NHC

It nmay not be desirable to maintain semn -permanent NBMA | eve
connectivity between the NHC and t he NHS. In this case, when NBVA

| evel connectivity is initially setup between the NHS and the NHC (as
described in Section 5.2.4), the NBVMA address of the NHS should be
obt ai ned through the NBMA | evel signaling technology. This address
shoul d be stored for future use in setting up subsequent NBMA | evel
connections. A somewhat nore information rich technique to obtain
the address informati on (and nore) of the serving NHS woul d be for
the NHC to include the Responder Address extension (see Section
5.3.1) in the NHRP Registrati on Request and to store the information
returned to the NHC in the Responder Address extension which is
subsequently included in the NHRP Registration Reply. Note also
that, in practice, a client’s default router should also be its NHS
thus a client nay be able to know the NBVA address of its NHS from
the configuration which was already required for the client to be
able to communi cate. Further, as nmentioned in Section 4, NHCs may be
configured with the addressing informati on of one or nmore NHSs.

4. Configuration

Next Hop Clients

An NHC connected to an NBMA subnetwork MAY be configured with the
Prot ocol address(es) and NBVA address(es) of its NHS(s). The

NHS(s) will likely also represent the NHC s default or peer
routers, so their NBMA addresses nmay be obtained fromthe NHC s
exi sting configuration. |If the NHC is attached to severa

subnetwor ks (including |ogical NBVMA subnetworks), the NHC shoul d
al so be configured to receive routing information fromits NHS(S)
and peer routers so that it can determ ne which internetwork |ayer
net wor ks are reachabl e t hrough whi ch subnet wor ks.
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Next Hop Servers

An NHS is configured with know edge of its own internetwork |ayer
and NBVA addresses. An NHS MAY al so be configured with a set of

i nternetwork | ayer address prefixes that correspond to the

i nternetwork | ayer addresses of the stations it serves. The NBVA
addresses of the stations served by the NHS may be | earned via NHRP
Regi stration packets.

If a served NHC is attached to several subnetworks, the
router/route-server coresident with the serving NHS may al so need
to be configured to advertise routing information to such NHCs.

If an NHS acts as an egress router for stations connected to other
subnetwor ks than the NBMA subnetwork, the NHS must, in addition to
t he above, be configured to exchange routing informtion between

t he NBMA subnetwork and these ot her subnetworks.

In all cases, routing information is exchanged usi ng conventi ona
i ntra-domain and/or inter-domain routing protocols.

NHRP Packet Formats

This section describes the format of NHRP packets. In the follow ng,
unl ess otherwi se stated explicitly, the unqualified term"request"
refers generically to any of the NHRP packet types which are
"requests". Further, unless otherw se stated explicitly, the

unqual ified term"reply" refers generically to any of the NHRP packet
types which are "replies”.

An NHRP packet consists of a Fixed Part, a Mandatory Part, and an
Extensions Part. The Fixed Part is common to all NHRP packet types.
The Mandatory Part MJUST be present, but varies dependi ng on packet
type. The Extensions Part al so varies dependi ng on packet type, and
need not be present.

The length of the Fixed Part is fixed at 20 octets. The |ength of
the Mandatory Part is deternined by the contents of the extensions
offset field (ar$extoff). |If ar$extoff=0x0 then the nandatory part
length is equal to total packet Iength (ar$pktsz) mnus 20 ot herw se
the mandatory part length is equal to ar$extoff mnus 20. The length
of the Extensions Part is inplied by ar$pktsz mnus ar$extoff. NHSs
may i ncrease the size of an NHRP packet as a result of extension
processi ng, but not beyond the offered nmaxi mum SDU size of the NBVA
net wor k.

NHRP packets are actually nenbers of a wi der class of address mapping



MPOA Version 1.0 AF-MPOA-0087.000

and nmanagenent protocols being devel oped by the IETF. A specific
encapsul ati on, based on the native formats used on the particul ar
NBMA net work over which NHRP is carried, indicates the generic |ETF
mappi ng and managenent protocol. For exanple, SMDS networks al ways
use LLC/ SNAP encapsul ation at the NBVA | ayer [4], and an NHRP packet
is preceded by the follow ng LLC SNAP encapsul ati on

[ OXAA- AA- 03] [ 0x00- 00- 5E] [ 0x00- 03]

The first three octets are LLC, indicating that SNAP foll ows. The
SNAP QUI portion is the ANA's QUI, and the SNAP PID portion
identifies the mappi ng and managenent protocol. A field in the Fixed
Header followi ng the encapsulation indicates that it is NHRP

ATM uses either LLC/ SNAP encapsul ati on of each packet (including
NHRP) , or uses no encapsul ation on VCs dedicated to a single protoco
(see [7]). Frane Relay and X. 25 both use NLPI D/ SNAP encapsul ati on or
identification of NHRP, using a NLPID of Ox0080 and the same SNAP
contents as above (see [8], [9]).

Fi el ds marked "unused" MJST be set to zero on transm ssion, and
i gnored on receipt.

Mbst packet types (ar$op.type) have both internetwork |ayer

prot ocol -i ndependent fields and protocol -specific fields. The
protocol type/snap fields (ar$pro.type/snap) qualify the format of
t he protocol -specific fields.

5.1 NHRP Fi xed Header
The Fixed Part of the NHRP packet contains those elenents of the NHRP

packet which are always present and do not vary in size with the type
of packet.
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0 1 2 3
01234567890123456789012345678901
s S S S i A S S e T S S S S S S ik &
| ar $af n | ar $pro. type |
e S i i i i i I R S S S S S e sk S S S S S

| ar $pro. snap

B T S S S S T S S S T S S S S S S S e S &
| ar$pro.snap | ar $hopcnt | ar $pkt sz
T S S R T i S R S S S ST St S S S S ik &
| ar $chksum | ar $ext of f |
e S i i i i i I R S S S S S e sk S S S S S
| ar$op.version | ar $op.type | ar $sht | | ar $sst

B T S S S S T S S S T S S S o S e S &

ar $af n
Defines the type of "link [ayer" addresses being carried. This
nunber is taken fromthe 'address fanm |y nunmber’ |ist specified in

[6]. This field has inplications to the coding of ar$shtl and
ar$sstl as described bel ow.

ar $pro. type
field is a 16 bit unsigned integer representing the follow ng
nunber space:

0x0000 to OxOOFF Protocols defined by the equival ent NLPI Ds.
0x0100 to OxO03FF Reserved for future use by the |ETF.

0x0400 to OxO04FF Allocated for use by the ATM Forum

0x0500 to OxO5FF Experinmental/Local use.

0x0600 to OxFFFF Protocols defined by the equival ent Ethertypes.

(based on the observations that valid Ethertypes are never snaller
t han 0x600, and NLPI Ds never |arger than OxFF.)

ar $pro. snap
When ar $pro.type has a val ue of 0x0080, a SNAP encoded extension is
bei ng used to encode the protocol type. This snap extension is
placed in the ar$pro.snap field. This is termed the 'long form
protocol ID. If ar$pro != 0x0080 then the ar$pro.snap field MIST be
zero on transmt and ignored on receive. The ar$pro.type field
itself identifies the protocol being referred to. This is ternmed
the "short fornm protocol ID.

In all cases, where a protocol has an assigned nunber in the
ar$pro.type space (excludi ng 0x0080) the short form MJUST be used
when transmtting NHRP nmessages; i.e., if Ethertype or NLPID
codi ngs exist then they are used on transmit rather than the
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et hertype. If both Ethertype and NLPI D codi ngs exi st then when
transmtting NHRP nessages, the Ethertype coding MJST be used (this
is consistent with RFC 1483 coding). So, for exanple, the

foll owi ng codings exist for IP

SNAP: ar$pro.type = 0x00-80, ar$pro.snap = 0x00-00-00-08- 00
NLPI D ar$pro.type = 0x00-CC, ar$pro.snap = 0x00-00- 00- 00- 00
Et hertype: ar$pro.type = 0x08-00, ar$pro.snap = 0x00-00-00-00-00

and thus, since the Ethertype coding exists, it is used in
pr ef erence.

ar $hopcnt
The Hop count indicates the maxi num nunber of NHSs that an NHRP
packet is allowed to traverse before being discarded. This field
is used in a simlar fashion to the way that a TTL is used in an IP
packet and shoul d be set accordingly. Each NHS decrements the TTL
as the NHRP packet transits the NHS on the way to the next hop
along the routed path to the destination. |If an NHS receives an
NHRP packet which it would normally forward to a next hop and that
packet contains an ar$hopcnt set to zero then the NHS sends an
error indication nessage back to the source protocol address
stating that the hop count has been exceeded (see Section 5.2.7)
and the NHS drops the packet in error; however, an error
indication is never sent as a result of receiving an error
i ndi cation. Wen a responding NHS replies to an NHRP request, that
NHS pl aces a value in ar$hopcnt as if it were sending a request of
its own.

ar $pkt sz
The total length of the NHRP packet, in octets (excluding |ink
| ayer encapsul ation).

ar $chksum
The standard | P checksum over the entire NHRP packet (starting with
the fixed header). |If only the hop count field is changed, the

checksumis adjusted without full reconputation. The checksumis
conpl etely reconputed when ot her header fields are changed.

ar $ext of f
This field identifies the exi stence and | ocati on of NHRP
ext ensi ons. If this field is 0 then no extensions exist otherw se

this field represents the offset fromthe beginning of the NHRP
packet (i.e., starting fromthe ar$afn field) of the first
ext ensi on.

ar $op. versi on
This field indicates what version of generic address nappi ng and
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managenent protocol is represented by this nessage.

0 MARS protocol [11].
1 NHRP as defined in this docunent.
0x02 - OxEF Reserved for future use by the | ETF.
OxFO - OxFE Al l ocated for use by the ATM Forum
OxFF Experi nental / Local use.
ar $op. type
When ar$op.version == 1, this is the NHRP packet type: NHRP

Resol uti on Request (1), NHRP Resolution Reply(2), NHRP Registration
Request (3), NHRP Regi stration Reply(4), NHRP Purge Request(5), NHRP
Purge Reply(6), or NHRP Error Indication(7). Use of NHRP packet
Types in the range 128 to 255 are reserved for research or use in
ot her protocol devel opnent and will be adm ni stered by | ANA

ar $sht |
Type & length of source NBVA address interpreted in the context of
the 'address fam |y nunber’[6] indicated by ar$afn. See bel ow for
nore details.

ar $sst |
Type & length of source NBMA subaddress interpreted in the context
of the "address fam |y nunber’[6] indicated by ar$afn. Wen an
NBMA t echnol ogy has no concept of a subaddress, the subaddress
length is always coded ar$sstl = 0 and no storage is allocated for
t he subaddress in the appropriate mandatory part. See bel ow for
nore details.

Subnetwork | ayer address type/length fields (e.g., ar$shtl, di Addr
T/L) and subnetwork | ayer subaddresses type/length fields (e.qg.
ar$sstl, di SAddr T/L) are coded as foll ows:

76543210
B S i I S
| 0] x] length
T e i i ol SR

The nost significant bit is reserved and MJST be set to zero. The
second nost significant bit (x) is a flag indicating whether the
address being referred to is in:

- NSAP format (x = 0).
- Native E. 164 format (x = 1).

For NBMA technol ogi es that use neither NSAP nor E. 164 format
addresses, x = 0 SHALL be used to indicate the native formfor the
particul ar NBMA t echnol ogy.
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If the NBMA network is ATM and a subaddress (e.g., Source NBVA
SubAddress, Cient NBMA SubAddress) is to be included in any part of
the NHRP packet then ar$afn MJST be set to OxO000F; further, the
subnetwork | ayer address type/length fields (e.g., ar$shtl, di Addr
T/L) and subnetwork | ayer subaddress type/length fields (e.qg.
ar$sstl, Ci SAddr T/L) MIST be coded as in [11]. |f the NBMVA
network is ATM and no subaddress field is to be included in any part
of the NHRP packet then ar$afn MAY be set to 0x0003 (NSAP) or 0x0008
(E. 164) accordingly.

The bottom 6 bits is an unsigned integer value indicating the I ength
of the associated NBVA address in octets. If this value is zero the
flag x is ignored.

5.2.0 Mandatory Part

The Mandatory Part of the NHRP packet contains the operation specific
information (e.g., NHRP Resol ution Request/Reply, etc.) and variable
| ength data which is pertinent to the packet type.

5.2.0.1 Mandatory Part Format

Sections 5.2.1 through 5.2.6 have a very simlar mandatory part.
This mandatory part includes a conmon header and zero or nore dient
Information Entries (CIES). Section 5.2.7 has a different fornmat
which is specified in that section

The conmon header | ooks |ike the follow ng:

0 1 2 3
01234567890123456789012345678901
R e i i i i o D R R o o i i S

| Src Proto Len | Dst Proto Len | Fl ags

B T I S I T T e a T S S o S S S I T s
| Request 1D

B T i i T S S T S S I ik sk sl I SN SRR S S S
| Source NBMVA Address (variabl e | ength)

R e i i i i o D R R o o i i S
| Source NBMA Subaddress (variabl e | ength)

B T I S I T T e a T S S o S S S I T s
| Source Protocol Address (variable |ength)

B T i i T S S T S S I ik sk sl I SN SRR S S S
| Destination Protocol Address (variable |ength)

R e i i i i o D R R o o i i S

And the CIEs have the follow ng format:
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0 1 2 3

01234567890123456789012345678901
R e i i i i o D R R o o i i S
| Code | Prefix Length | unused |
B T I S I T T e a T S S o S S S I T s
|  Maximum Transmni ssion Unit | Hol di ng Ti ne |
B T i i T S S T S S I ik sk sl I SN SRR S S S
| di Addr T/L | di SAddr T/L | di Proto Len | Preference |
R e i i i i o D R R o o i i S
| Client NBVMA Address (variable |ength) |
B T I S I T T e a T S S o S S S I T s
| Client NBMA Subaddress (variable | ength) |
B T i i T S S T S S I ik sk sl I SN SRR S S S
| Client Protocol Address (variable |ength) |
R e i i i i o D R R o o i i S

I T S S S e T T T S S e e s T e e

| Code | Prefix Length | unused |
B el ik T I e S S e I e it sl I i e e S R e ks i T I SR e
Maxi mum Transni ssi on Unit | Hol di ng Ti ne |

R o o e S i T e s
i Addr T/L | di SAddr T/L | di 0
B b i I e S e ik i S T I i S el ik stk s I TR e e
Client NBMA Address (variable | ength) |
+- - +-+
r

L-- T I ik SR SN S SEp S
-
|+- T S e S S
n
-

Proto Len | Preference |

Client NBMA Subaddress (variable | ength) |

R e i e S T S i S e S s i T TR S R S S R S e e e s
Client Protocol Address (variable |ength) |

B i S S S T i i T s i I S S S S T S S

The nmeanings of the fields are as foll ows:

Src Proto Len
This field holds the length in octets of the Source Protocol
Addr ess.

Dst Proto Len
This field holds the length in octets of the Destination Protocol
Addr ess.

Fl ags
These flags are specific to the given nmessage type and they are
expl ai ned in each section.

Request | D
A val ue whi ch, when coupled with the address of the source,
provides a unique identifier for the information contained in a
"request"” packet. This value is copied directly froman "request™
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packet into the associated "reply". Wen a sender of a "request"
receives "reply", it will conpare the Request |ID and source address
information in the received "reply" against that found in its
outstanding "request" list. Wen a match is found then the
"request"” is considered to be acknow edged.

The value is taken froma 32 bit counter that is increnented each
time a new "request" is transmtted. The sane val ue MJUST be used

when resending a "request", i.e., when a "reply" has not been
received for a "request" and a retry is sent after an appropriate
i nterval

The NBMA addr ess/ subaddress form specified bel ow al | ows conbi ned

E. 164/ NSAPA form of NBMA addressi ng. For NBMA technol ogi es without a
subaddress concept, the subaddress field is always ZERO | ength and
ar$sstl = 0.

Source NBMA Address
The Source NBMA address field is the address of the source station
which is sending the "request". If the field s length as specified
in ar$shtl is 0 then no storage is allocated for this address at
all.

Source NBMA SubAddress
The Source NBMA subaddress field is the address of the source
station which is sending the "request”. |If the field s |length as
specified in ar$sstl is 0 then no storage is allocated for this
address at all.

For those NBMA technol ogi es which have a notion of "Calling Party
Addr esses", the Source NBVA Addresses above are the addresses used
when signaling for an SVC.

"Requests" and "indications" follow the routed path from Source

Prot ocol Address to the Destination Protocol Address. "Replies", on
the other hand, follow the routed path fromthe Destination Protocol
Address back to the Source Protocol Address with the follow ng
exceptions: in the case of a NHRP Registration Reply and in the case
of an NHC initiated NHRP Purge Request, the packet is always returned
via a direct VC (see Sections 5.2.4 and 5.2.5).

Source Protocol Address
This is the protocol address of the station which is sending the
"request”. This is also the protocol address of the station toward
which a "reply" packet is sent.

Destinati on Protocol Address
This is the protocol address of the station toward which a
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"request" packet is sent.

Code
This field is nessage specific. See the relevant nessage sections
below. 1In general, this field is a NAK code; i.e., when the field

is O0in areply then the packet is acknow edging a request and if
it contains any other val ue the packet contains a negative
acknow edgnent .

Prefix Length
This field is nessage specific. See the relevant nessage sections
bel ow. In general, however, this fields is used to indicate that
the information carried in an NHRP nessage pertains to an
equi val ence class of internetwork |ayer addresses rather than just
a single internetwork | ayer address specified. Al internetwork
| ayer addresses that match the first "Prefix Length" bit positions
for the specific internetwork | ayer address are included in the
equi val ence class. |If this field is set to Ox00 then this field
MUST be ignored and no equival ence infornmation is assuned (note
that 0x00 is thus equivalent to OxFF).

Maxi mum Transni ssi on Unit
This field gives the maxi mumtransm ssion unit for the rel evant
client station. |If this value is O then either the default MU is
used or the MIU negotiated via signaling is used if such
negotiation is possible for the gi ven NBMA

Hol di ng Ti ne
The Holding Tine field specifies the nunmber of seconds for which
the Next Hop NBMA infornmation specified in the CIE is considered to
be valid. Cached infornmation SHALL be di scarded when the hol ding
tinme expires. This field nust be set to 0 on a NAK

ci Addr T/L
Type & length of next hop NBMA address specified in the CIE. This
field is interpreted in the context of the 'address famly
nunber’ [ 6] indicated by ar$afn (e.g., ar$afn=0x0003 for ATM.

Ci SAddr T/L
Type & Il ength of next hop NBMA subaddress specified in the CE
This field is interpreted in the context of the 'address famly
nunber’ [6] indicated by ar$afn (e.g., ar$afn=0x0015 for ATM makes
t he address an E. 164 and t he subaddress an ATM Forum NSAP address).
When an NBMA technol ogy has no concept of a subaddress, the
subaddress is always null with a length of 0. When the address
length is specified as 0 no storage is allocated for the address.
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Cli Proto Len

This field holds the length in octets of the dient Protoco
Address specified in the CIE

Pr ef er ence

This field specifies the preference for use of the specific CE
relative to other ClEs. Higher val ues indicate higher preference.
Action taken when nultiple ClEs have equal or highest preference
value is a local matter

Client NBMA Address
This is the client’s NBVA address.

Cli ent NBMA SubAddress
This is the client’s NBVA subaddress.

Client Protocol Address
This is the client’s internetworking |ayer address specified.

Note that an NHS may cache source address binding informati on from an
NHRP Resol uti on Request if and only if the conditions described in
Section 6.2 are nmet for the NHS. In all other cases, source address
bi ndi ng i nformati on appearing in an NHRP nessage MUST NOT be cached.

5.2.1 NHRP Resol uti on Request

The NHRP Resol uti on Request packet has a Type code of 1. Its
mandatory part is coded as described in Section 5.2.0.1 and the
nmessage specific meanings of the fields are as foll ows:

Flags - The flags field is coded as foll ows:

0 1
0123456789012345
T S T S S S e ok
| QA D US| unused |
T Sl S SR S i o

Q
Set if the station sending the NHRP Resol uti on Request is a
router; clear if the it is a host.

A
This bit is set in a NHRP Resol ution Request if only
aut horitative next hop information is desired and is clear
otherwi se. See the NHRP Resol ution Reply section bel ow for
further details on the "A" bit and its usage.
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Unused (clear on transmt)

This is the Uniqueness bit. This bit aids in duplicate address
detection. Wen this bit is set in an NHRP Resol uti on Request
and one or nore entries exist in the NHS cache which neet the
requi renents of the NHRP Resol uti on Request then only the CIE in
the NHS' s cache with this bit set will be returned. Note that
even if this bit was set at registration tine, there may still be
multiple CIEs that might fulfill the NHRP Resol uti on Request
because an entire subnet can be registered through use of the
Prefix Length in the CIE and the address of interest might be
within such a subnet. If the "uniqueness" bit is set and the
respondi ng NHS has one or nore cache entries which match the
request but no such cache entry has the "uni queness" bit set,
then the NHRP Resol ution Reply returns with a NAK code of "13 -

Bi ndi ng Exists But |Is Not Unique" and no CIE is included. If a
client wishes to receive non- unique Next Hop Entries, then
the client nust have the "uni queness" bit set to zero in its NHRP
Resol uti on Request. Note that when this bit is set in an NHRP
Regi stration Request, only a single CIE may be specified in the
NHRP Regi stration Request and that ClE nust have the Prefix
Length field set to OxFF.

Set if the binding between the Source Protocol Address and the
Source NBMA information in the NHRP Resol ution Request is
guaranteed to be stable and accurate (e.g., these addresses are
those of an ingress router which is connected to an ethernet stub
network or the NHC is an NBMA attached host).

Zero or one ClEs (see Section 5.2.0.1) may be specified in an NHRP
Resol ution Request. |If one is specified then that entry carries the
pertinent information for the client sourcing the NHRP Resol ution
Request. Usage of the CIE in the NHRP Resol uti on Request is

descri bed bel ow

Prefix Length
If a CIE is specified in the NHRP Resol uti on Request then the
Prefix Length field may be used to qualify the w dest acceptable
prefix which may be used to satisfy the NHRP Resol uti on Request.
In the case of NHRP Resol uti on Request/Reply, the Prefix Length
speci fies the equival ence class of addresses which natch the
first "Prefix Length" bit positions of the Destination Protoco
Address. If the "U' bit is set in the conmon header then this
field MUST be set to OxFF.
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Maxi mum Transm ssi on Unit
This field gives the maxi numtransm ssion unit for the source
station. A possible use of this field in the NHRP Resol ution
Request packet is for the NHRP Resol uti on Requester to ask for a
target MIU. In lieu of that usage, the CIE nust be omitted.

Hol di ng Ti ne
The Holding Tine specified in the one CIE permitted to be
i ncluded in an NHRP Resol ution Request is the ampunt of tine
whi ch the source address binding information in the NHRP
Resol uti on Request is permitted to cached by transit and
responding NHSs. Note that this field may only have a non-zero
value if the S bhit is set.

Al other fields in the CIlE MJST be ignored and SHOULD be set to O.

The Destination Protocol Address in the comobn header of the

Mandat ory Part of this nessage contains the protocol address of the
station for which resolution is desired. An NHC MJUST send the NHRP
Resol uti on Request directly to one of its serving NHSs (see Section 3
for nore information).

5.2.2 NHRP Resol ution Reply

The NHRP Resol ution Reply packet has a Type code of 2. ClEs
correspond to Next Hop Entries in an NHS s cache which match the
criteria in the NHRP Resolution Request. |Its nandatory part is coded
as described in Section 5.2.0.1. The nessage specific meani ngs of
the fields are as foll ows:

Flags - The flags field is coded as foll ows:

0 1
0123456789012345
T S T S S S e ok
| QA D US| unused |
T Sl S SR S i o

Copied fromthe NHRP Resol ution Request. Set if the NHRP
Resol uti on Requester is a router; clear if it is a host.

A
Set if the next hop CTE in the NHRP Resolution Reply is
authoritative; clear if the NHRP Resolution Reply is non-
aut horitative.
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When an NHS receives a NHRP Resol uti on Request for authoritative
information for which it is the authoritative source, it MJST
respond with a NHRP Resol ution Reply containing all and only

t hose next hop ClIEs which are contained in the NHS s cache which
both match the criteria of the NHRP Resol uti on Request and are
aut horitative cache entries. An NHS is an authoritative source
for a NHRP Resol ution Request if the information in the NHS s
cache matches the NHRP Resol ution Request criteria and that

i nfornati on was obtai ned through a NHRP Regi strati on Request or

t hrough synchroni zation with an NHS which obtained this

i nformati on through a NHRP Regi stration Request. An

aut horitative cache entry is one which is obtained through a NHRP
Regi stration Request or through synchronization with an NHS which
obtained this information through a NHRP Regi strati on Request.

An NHS obtai ns non-authoritative ClEs through prom scuous
listening to NHRP packets other than NHRP Regi strations which are
directed at it. A NHRP Resolution Request which indicates a
request for non-authoritative information should cause a NHRP
Resol ution Reply which contains all entries in the replying NHS s
cache (i.e., both authoritative and non-authoritative) which
match the criteria specified in the request.

Set if the association between destination and the associ ate next
hop information included in all ClEs of the NHRP Resol ution Reply
is guaranteed to be stable for the lifetine of the information
(the holding tine). This is the case if the Next Hop protoco
address in a CIE identifies the destination (though it may be
different in value than the Destination address if the
destination systemhas nultiple addresses) or if the destination
is not connected directly to the NBVA subnetwork but the egress
router to that destination is guaranteed to be stable (such as
when the destination is i mediately adjacent to the egress router
t hrough a non-NBMA interface).

This is the Uniqueness bit. See the NHRP Resol uti on Request
section above for details. When this bit is set only, only one
CIE is included since only one unique binding should exist in an
NHS' s cache.

Copi ed from NHRP Resol uti on Request nessage.
One or nore ClEs are specified in the NHRP Resol ution Reply. Each ClE

contai ns NHRP next hop information which the respondi ng NHS has
cached and whi ch matches the paraneters specified in the NHRP
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Resol ution Request. If no match is found by the NHS i ssuing the NHRP
Resol ution Reply then a single CIE is enclosed with the a ClE Code
set appropriately (see below) and all other fields MJST be ignored
and SHOULD be set to 0. |In order to facilitate the use of NHRP by

m nimal client inplenentations, the first CE MIST contain the next
hop with the highest preference value so that such an inplenentation
need parse only a single CIE

Code
If this field is set to zero then this packet contains a
positively acknow edged NHRP Resol ution Reply. |If this field
contai ns any other value then this nessage contains an NHRP
Resol uti on Reply NAK which nmeans that an appropriate
i nternetworking |ayer to NBMA address binding was not avail abl e
in the responding NHS s cache. |If NHRP Resolution Reply contains
a Cient Information Entry with a NAK Code other than O then it
MJUST NOT contain any other CIE. Currently defined NAK Codes are
as follows:

4 - Adm nistratively Prohibited

An NHS may refuse an NHRP Resol uti on Request attenpt for

adm ni strative reasons (due to policy constraints or routing
state). |If so, the NHS MUST send an NHRP Resol uti on Reply
whi ch contains a NAK code of 4.

5 - Insufficient Resources
If an NHS cannot serve a station due to a |ack of resources
(e.g., can't store sufficient information to send a purge if
routi ng changes), the NHS MUST reply with a NAKed NHRP
Resol ution Reply which contains a NAK code of 5.

12 - No Internetworking Layer Address to NBMA Address Binding
Exi sts

This code states that there were absolutely no internetworking
| ayer address to NBMA address bindings found in the responding
NHS s cache.

13 - Binding Exists But Is Not Unique
This code states that there were one or nore internetworking
| ayer address to NBMA address bindings found in the responding
NHS' s cache, however none of them had the uniqueness bit set.

Prefix Length
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In the case of NHRP Resolution Reply, the Prefix Length specifies
t he equi val ence class of addresses which match the first "Prefix
Length" bit positions of the Destination Protocol Address.

Hol di ng Ti ne
The Hol ding Tine specified in a CIE of an NHRP Resol uti on Reply
is the amobunt of tinme remmining before the expiration of the
client information which is cached at the replying NHS. It is
not the value which was registered by the client.

The remai nder of the fields for the CIE for each next hop are
filled out as they were defined when the next hop was registered
with the responding NHS (or one of the responding NHS s
synchroni zed servers) via the NHRP Regi stration Request.

Load-splitting may be perforned when nore than one Cient Information
Entry is returned to a requester when equal preference values are
specified. Also, the alternative addresses may be used in case of
connectivity failure in the NBVA subnetwork (such as a failed cal
attenpt in connection-oriented NBVA subnetworks).

Any extensions present in the NHRP Resol uti on Request packet MJUST be
present in the NHRP Resolution Reply even if the extension is non-
Conpul sory.

If an unsolicited NHRP Resol uti on Reply packet is received, an Error
I ndi cation of type Invalid NHRP Resol uti on Reply Received SHOULD be
sent in response

VWhen an NHS that serves a given NHC receives an NHRP Resol uti on Reply
destined for that NHC then the NHS nust MJST send the NHRP Resol ution
Reply directly to the NHC (see Section 3).

.3 NHRP Regi stration Request

The NHRP Regi stration Request is sent froma station to an NHS to
notify the NHS of the station’s NBMA information. [t has a Type code
of 3. Each CIE corresponds to Next Hop information which is to be
cached at an NHS. The mandatory part of an NHRP Regi stration Request
is coded as described in Section 5.2.0.1. The nessage specific

meani ngs of the fields are as foll ows:

Flags - The flags field is coded as foll ows:
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0 1
0123456789012345
e i i S
| U unused |
T S i S T i e S

U
This is the Uniqueness bit. Wen set in an NHRP Regi stration
Request, this bit indicates that the registration of the protoco
address is unique within the confines of the set of synchronized
NHSs. This "uni queness" qualifier MJST be stored in the NHS/ NHC
cache. Any attenpt to register a binding between the protoco
address and an NBVA address when this bit is set MUST be rejected
with a Code of "14 - Unique Internetworking Layer Address Already
Regi stered" if the replying NHS already has a cache entry for the
protocol address and the cache entry has the "uni queness" bit
set. Aregistration of a CIE s information is rejected when the
CIEis returned with the Code field set to anything other than
0x00. See the description of the uniqueness bit in NHRP
Resol uti on Request section above for further details. Wen this
bit is set only, only one ClE MAY be included in the NHRP
Regi strati on Request.

Request ID
The request ID has the same neaning as described in Section
5.2.0.1. However, the request ID for NHRP Registrations which is
mai nt ai ned at each client MJUST be kept in non-volatile nenory so
that when a client crashes and reregisters there will be no
i nconsistency in the NHS s database. In order to reduce the
over head associated with updating non-volatile nenory, the actua
updati ng need not be done with every increnment of the Request ID
but could be done, for exanple, every 50 or 100 increnments. In
this scenario, when a client crashes and reregisters it knows to
add 100 to the value of the Request IDin the non-volatile nenory
bef ore using the Request ID for subsequent registrations.

One or nore ClEs are specified in the NHRP Regi strati on Request.

Each CIE contains next hop information which a client is attenpting
to register with its servers. Cenerally, all fields in Cl Es encl osed
in NHRP Regi stration Requests are coded as described in Section
5.2.0.1. However, if a stationis only registering itself with the
NHRP Regi stration Request then it MAY code the Ci Addr T/L, di

SAddr T/L, and Ci Proto Len as zero which signifies that the client
address information is to be taken fromthe source information in the
conmon header (see Section 5.2.0.1). Below, further clarification is
given for sone fields in a CIE in the context of a NHRP Registration
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Request .

Code
This field is set to Ox00 in NHRP Regi strati on Requests.

Prefix Length

This field may be used in a NHRP Regi strati on Request to register
equi val ence information for the Cient Protocol Address specified
in the CIE of an NHRP Regi stration Request In the case of NHRP
Regi stration Request, the Prefix Length specifies the equival ence
cl ass of addresses which match the first "Prefix Length" bit
positions of the Client Protocol Address. |If the "U' bit is set
in the common header then this field MUST be set to OxFF

The NHRP Regi stration Request is used to register an NHC s NHRP
information with its NHSs. [If an NHC is configured with the protoco
address of a serving NHS then the NHC may place the NHS s protoco
address in the Destination Protocol Address field of the NHRP

Regi stration Request common header otherw se the NHC nust place its
own protocol address in the Destination Protocol Address field.

VWhen an NHS receives an NHRP Regi strati on Request which has the
Destinati on Protocol Address field set to an address which belongs to
a LI S/LAG for which the NHS is serving then if the Destination
Protocol Address field is equal to the Source Protocol Address field
(whi ch woul d happen if the NHC put its protocol address in the
Destinati on Protocol Address) or the Destination Protocol Address
field is equal to the protocol address of the NHS then the NHS
processes the NHRP Regi stration Request after doing appropriate error
checki ng (including any applicable policy checking).

When an NHS receives an NHRP Regi strati on Request which has the
Destination Protocol Address field set to an address which does not
belong to a LI S/LAG for which the NHS is serving then the NHS
forwards the packet down the routed path toward the appropriate

LI S/ LAG

When an NHS receives an NHRP Regi strati on Request which has the
Destinati on Protocol Address field set to an address which belongs to
a LI S/LAG for which the NHS is serving then if the Destination

Prot ocol Address field does not equal the Source Protocol Address
field and the Destination Protocol Address field does not equal the
protocol address of the NHS then the NHS forwards the nessage to the
appropriate NHS within the LI S/LAG as specified by Destination
Protocol Address field.

It is possible that a m sconfigured station will attenpt to register
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with the wong NHS (i.e., one that cannot serve it due to policy
constraints or routing state). |If this is the case, the NHS MJST
reply with a NAK-ed Registration Reply of type Can't Serve This
Addr ess.

If an NHS cannot serve a station due to a | ack of resources, the NHS
MUST reply with a NAK-ed Regi stration Reply of type Registration
Overfl ow.

In order to keep the registration entry from being di scarded, the
station MIST re-send the NHRP Regi stration Request packet often
enough to refresh the registration, even in the face of occasi ona
packet loss. It is reconmended that the NHRP Regi stration Request
packet be sent at an interval equal to one-third of the Holding Tine
specified therein

5.2.4 NHRP Regi stration Reply

The NHRP Registration Reply is sent by an NHS to a client in response
to that client’s NHRP Registration Request. |If the Code field of a
CIE in the NHRP Registration Reply has anything other than 0 zero in
it then the NHRP Registration Reply is a NAK otherwise the reply is
an ACK. The NHRP Registration Reply has a Type code of 4.

An NHRP Registration Reply is fornmed froman NHRP Regi stration
Request by changing the type code to 4, updating the CIE Code field,
and filling in the appropriate extensions if they exist. The nmessage
specific neanings of the fields are as foll ows:

Attenpts to register the information in the CIEs of an NHRP
Regi stration Request may fail for various reasons. |If this is the
case then each failed attenpt to register the information in a Cl E of
an NHRP Regi stration Request is logged in the associ ated NHRP
Regi stration Reply by setting the CIE Code field to the appropriate
error code as shown bel ow

Cl E Code

0 - Successful Registration

The information in the CIE was successfully registered with the
NHS.

4 - Adm nistratively Prohibited

An NHS may refuse an NHRP Regi strati on Request attenpt for
adm ni strative reasons (due to policy constraints or routing
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state). If so, the NHS MJUST send an NHRP Regi stration Reply
whi ch contains a NAK code of 4.

5 - Insufficient Resources

If an NHS cannot serve a station due to a |lack of resources,
the NHS MUST reply with a NAKed NHRP Regi stration Reply which
contai ns a NAK code of 5.

14 - Unique Internetworking Layer Address Already Registered
If aclient tries to register a protocol address to NBVA
address binding with the uni queness bit on and the protoco
address already exists in the NHS s cache then if that cache
entry also has the uniqueness bit on then this NAK Code is
returned in the CTE in the NHRP Regi stration Reply.

Due to the possible existence of asynmetric routing, an NHRP

Regi stration Reply may not be able to nerely follow the routed path
back to the source protocol address specified in the common header of
the NHRP Registration Reply. As a result, there MJST exist a direct
NBMA | evel connection between the NHC and its NHS on which to send
the NHRP Regi stration Reply before NHRP Registrati on Reply may be
returned to the NHC. If such a connection does not exist then the
NHS rmust setup such a connection to the NHC by using the source NBNVA
i nfornati on supplied in the commbn header of the NHRP Regi stration
Request .

.5 NHRP Purge Request

The NHRP Purge Request packet is sent in order to invalidate cached
information in a station. The NHRP Purge Request packet has a type
code of 5. The mandatory part of an NHRP Purge Request is coded as
described in Section 5.2.0.1. The nessage specific meani ngs of the
fields are as foll ows:

Flags - The flags field is coded as foll ows:

0 1
0123456789012345
B R i T ik soT I S T S S R e T
| N unused |
B ik i T i S S e S S e ol =

N
VWhen set, this bit tells the receiver of the NHRP Purge Request
that the requester does not expect to receive an NHRP Purge
Reply. If an unsolicited NHRP Purge Reply is received by a
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station where that station is identified in the Source Protoco
Address of the packet then that packet nust be ignored.

One or nore ClEs are specified in the NHRP Purge Request. Each CIE
contai ns next hop information which is to be purged from an NHS/ NHC
cache. Cenerally, all fields in CIEs enclosed in NHRP Purge Requests
are coded as described in Section 5.2.0.1. Below, further
clarification is given for sone fields in a CIE in the context of a
NHRP Pur ge Request.

Code
This field is set to Ox00 in NHRP Purge Requests.

Prefix Length

In the case of NHRP Purge Requests, the Prefix Length specifies

t he equi val ence cl ass of addresses which match the first "Prefix
Length" bit positions of the Client Protocol Address specified in
the CIE. Al next hop information which contains a protocol
address whi ch matches an el enent of this equivalence class is to
be purged fromthe receivers cache.

The Maxi mum Transni ssion Unit and Preference fields of the CIE are
coded as zero. The Holding Tine should be coded as zero but there
may be some utility in supplying a "short" holding tine to be
applied to the nmatching next hop information before that

i nfornmati on woul d be purged; this usage is for further study. The
Client Protocol Address field and the Ci Proto Len field MJST be
filled in. The dient Protocol Address is filled in with the
protocol address to be purged fromthe receiving station’ s cache
while the i Proto Len is set the length of the purged client’s
protocol address. Al remaining fields in the CIE MAY be set to
zero although the client NBMA information (and associ ated |ength
fields) MAY be specified to narrow the scope of the NHRP Purge
Request if requester desires. However, the receiver of an NHRP
Pur ge Request may choose to ignore the Client NBVA information if
it is supplied.

An NHRP Purge Request packet is sent froman NHS to a station to
cause it to delete previously cached information. This is done when
the informati on may be no longer valid (typically when the NHS has
previously provided next hop information for a station that is not
directly connected to the NBVA subnetwork, and the egress point to
that station may have changed).

An NHRP Purge Request packet nmay al so be sent froman NHC to an NHS

wi th which the NHC had previously registered. This allows for an NHC
to invalidate its registration with NHRP before it woul d otherw se
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expire via the holding tiner. If an NHC does not have know edge of a
protocol address of a serving NHS then the NHC nust place its own
protocol address in the Destination Protocol Address field and
forward the packet along the routed path. Qherw se, the NHC nust

pl ace the protocol address of a serving NHS in this field.

Serving NHSs may need to send one or nore new NHRP Purge Requests as
a result of receiving a purge fromone of their served NHCs since the
NHS may have previously responded to NHRP Resol uti on Requests for
that NHC s NBMA information. These purges are "new' in that they are
sourced by the NHS and not the NHC, that is, for each NHC that
previously sent a NHRP Resol ution Request for the purged NHC NBNVA

i nfornmati on, an NHRP Purge Request is sent which contains the Source
Pr ot ocol / NBMA Addresses of the NHS and the Destination Protoco
Address of the NHC which previously sent an NHRP Resol uti on Request
prior to the purge.

The station sending the NHRP Purge Request MAY periodically
retransmt the NHRP Purge Request until either NHRP Purge Request is
acknow edged or until the holding tinme of the information being
purged has expired. Retransm ssion strategies for NHRP Purge Requests
are a local matter.

VWhen a station receives an NHRP Purge Request, it MJST di scard any
previously cached information that matches the information in the
Cl Es.

An NHRP Purge Reply MJUST be returned for the NHRP Purge Request even
if the station does not have a matching cache entry assuming that the
"N' bit is off in the NHRP Purge Request.

If the station wi shes to reestablish conmmunication with the
destination shortly after receiving an NHRP Purge Request, it should
make an authoritative NHRP Resol uti on Request in order to avoid any
stal e cache entries that mght be present in intermediate NHSs (See
section 6.2.2.). It is recommended that authoritative NHRP
Resol uti on Requests be nade for the duration of the holding tine of
the old information.

.6 NHRP Purge Reply

The NHRP Purge Reply packet is sent in order to assure the sender of
an NHRP Purge Request that all cached infornmation of the specified
type has been purged fromthe station sending the reply. The NHRP
Purge Reply has a type code of 6.

An NHRP Purge Reply is forned froman NHRP Purge Request by nerely
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changi ng the type code in the request to 6. The packet is then
returned to the requester after filling in the appropriate extensions
if they exist.

5.2.7 NHRP Error Indication

The NHRP Error Indication is used to convey error indications to the
sender of an NHRP packet. |t has a type code of 7. The Mandatory
Part has the follow ng format:

0 1 2 3

01234567890123456789012345678901
R e i i i i o D R R o o i i S
| Src Proto Len | Dst Proto Len | unused |
B T I S I T T e a T S S o S S S I T s
| Error Code | Error O fset |
B T i i T S S T S S I ik sk sl I SN SRR S S S
| Source NBMVA Address (variabl e | ength) |
R e i i i i o D R R o o i i S
| Source NBMA Subaddress (variabl e | ength) |
B T I S I T T e a T S S o S S S I T s
| Source Protocol Address (variable |ength) |
B T i i T S S T S S I ik sk sl I SN SRR S S S
| Destination Protocol Address (variable |ength) |
R e i i i i o D R R o o i i S
| Contents of NHRP Packet in error (variable |ength) |
B T I S I T T e a T S S o S S S I T s

Src Proto Len
This field holds the length in octets of the Source Protocol
Addr ess.

Dst Proto Len
This field holds the length in octets of the Destination Protocol
Addr ess.

Error Code
An error code indicating the type of error detected, chosen from
the following |ist:

1 - Unrecogni zed Extension
When the Conpul sory bit of an extension in NHRP packet is set,
t he NHRP packet cannot be processed unless the extension has

been processed. The responder MJST return an NHRP Error
I ndication of type Unrecognized Extension if it is incapable of
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processing the extension. However, if a transit NHS (one which
is not going to generate a reply) detects an unrecogni zed
extension, it SHALL ignore the extension

- NHRP Loop Detected

A Loop Detected error is generated when it is determ ned that
an NHRP packet is being forwarded in a | oop

- Protocol Address Unreachabl e

This error occurs when a packet it noving along the routed path
and it reaches a point such that the protocol address of
interest is not reachable.

- Protocol Error

A generic packet processing error has occurred (e.g., invalid
versi on nunber, invalid protocol type, failed checksum etc.)

- NHRP SDU Si ze Exceeded

If the SDU size of the NHRP packet exceeds the MIU size of the
NBMVA network then this error is returned.

- Invalid Extension
If an NHS finds an extension in a packet which is inappropriate

for the packet type, an error is sent back to the sender with
Inval id Extension as the code.

10 - Invalid NHRP Resol ution Reply Received

If a client receives a NHRP Resolution Reply for a Next Hop

Resol uti on Request which it believes it did not make then an
error packet is sent to the station nmaking the reply with an
error code of Invalid Reply Received.

- Authentication Failure

If a received packet fails an authentication test then this
error is returned.

- Hop Count Exceeded

The hop count which was specified in the Fi xed Header of an
NHRP nessage has been exceeded.
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Error O f set
The offset in octets into the NHRP packet, starting at the NHRP
Fi xed Header, at which the error was detected.

Sour ce NBMA Addr ess
The Source NBMA address field is the address of the station which
observed the error.

Sour ce NBMA SubAddr ess
The Source NBMA subaddress field is the address of the station
whi ch observed the error. |If the field s Iength as specified in
ar$sstl is 0 then no storage is allocated for this address at all

Sour ce Protocol Address
This is the protocol address of the station which issued the Error
packet .

Destinati on Protocol Address
This is the protocol address of the station which sent the packet
whi ch was found to be in error.

An NHRP Error Indication packet SHALL NEVER be generated in response
to another NHRP Error Indication packet. Wen an NHRP Error

I ndi cati on packet is generated, the offending NHRP packet SHALL be
di scarded. |In no case should nore than one NHRP Error Indication
packet be generated for a single NHRP packet.

If an NHS sees its own Protocol and NBMA Addresses in the Source NBMA
and Source Protocol address fields of a transiting NHRP Error

I ndi cation packet then the NHS will quietly drop the packet and do
nothing (this scenario would occur when the NHRP Error Indication
packet was itself in a |oop).

Not e that no extensions may be added to an NHRP Error Indication

5.3 Extensions Part

The Extensions Part, if present, carries one or nore extensions in
{Type, Length, Value} triplets.

Ext ensi ons have the follow ng format:
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0 1 2 3
01234567890123456789012345678901
s s T e S i T S e e e S e ol ok o I T
| d u] Type | Length

B T i i o S S S I T i ik s S I N S I Y
| Val ue. .. |
B T i i T S S T S S I ik sk sl I SN SRR S S S

C
"Compul sory." If clear, and the NHS does not recogni ze the type
code, the extension may safely be ignored. |If set, and the NHS
does not recogni ze the type code, the NHRP "request" is considered
to be in error. (See below for details.)

Unused and nmust be set to zero.

Type
The extension type code (see below). The extension type is not
qualified by the Compul sory bit, but is orthogonal to it.

Length
The length in octets of the value (not including the Type and
Length fields; a null extension will have only an extension header

and a length of zero).

When extensions exist, the extensions list is ternminated by the Nul
TLV, having Type = 0 and Length = 0.

Ext ensi ons may occur in any order (see Section 5.3.4 for the
exception), but any particul ar extension type nay occur only once in
an NHRP packet with the exception of the Vendor Private extension
The vendor-private extension may occur multiple tines in a packet in
order to allow for extensions which do not share the sane vendor |ID
to be represented. It is RECOWENDED that a given vendor include no
nore than one Vendor Private Extension

An NHS MUST NOT change the order of extensions. That is, the order
of extensions placed in an NHRP packet by an NHC (or by an NHS when
an NHS sources a packet) MJST be preserved as the packet noves
between NHSs. M nimal NHC i npl ementati ons MJST only recogni ze, but
not necessarily parse, the Vendor Private extension and the End O
Ext ensi ons extension. Extensions are only present in a "reply" if
they were present in the corresponding "request" with the exception
of Vendor Private extensions. The previous statenent is not intended
to preclude the creation of NHS-only extensions which might be added
to and renoved from NHRP packets by the same NHS; such extensions
MJST not be propagated to NHCs.
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The Conpul sory bit provides for a nmeans to add to the extension set.
If the bit is set, the NHRP nmessage cannot be properly processed by
the station responding to the nessage (e.g., the station that would
i ssue a NHRP Resol ution Reply in response to a NHRP Resol ution
Request) without processing the extension. As a result, the
responder MUST return an NHRP Error Indication of type Unrecognized
Extension. |If the Conpul sory bit is clear then the extension can be
safely ignored; however, if an ignored extension is in a "request"
then it MJUST be returned, unchanged, in the corresponding "reply"
packet type.

If atransit NHS (one which is not going to generate a "reply")
detects an unrecogni zed extension, it SHALL ignore the extension. |If
the Conpulsory bit is set, the transit NHS MJUST NOT cache the

i nfornmati on contained in the packet and MJST NOT identify itself as
an egress router (in the Forward Record or Reverse Record
extensions). Effectively, this means, if a transit NHS encounters an
ext ensi on which it cannot process and which has the Conpul sory bit
set then that NHS MJUST NOT participate in any way in the protoco
exchange other than acting as a forwardi ng agent.

The NHRP extensi on Type space is subdivided to encourage use outside
the | ETF.

0x0000 - OxOFFF Reserved for NHRP

0x1000 - Ox11FF Al l ocated to the ATM Forum
0x1200 - Ox37FF Reserved for the | ETF
0x3800 - Ox3FFF Experi mental use.

I ANA will administer the ranges reserved for the I ETF. Values in the
"Experinental use’ range have only local sigificance.
5.3.0 The End O°F Extensions
Conpul sory =1
Type = 0
Length = 0
When extensions exist, the extensions list is termnated by the End
O Extensions/Null TLV.
5.3.1 Responder Address Extension
Conpul sory = 1

Type = 3
Length = variable
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This extension is used to determ ne the address of the NHRP
responder; i.e., the entity that generates the appropriate "reply"
packet for a given "request" packet. In the case of an NHRP
Resol uti on Request, the station responding may be different (in the
case of cached replies) than the systemidentified in the Next Hop
field of the NHRP Resolution Reply. Further, this extension may aid
in detecting loops in the NHRP forwardi ng path.

This extension uses a single CIE with the extension specific neanings
of the fields set as follows:

The Prefix Length fields MJST be set to O and i gnored.

Cl E Code
5 - Insufficient Resources
If the responder to an NHRP Resol uti on Request is an egress point
for the target of the address resolution request (i.e., it is one

of the stations identified in the list of CIEs in an NHRP
Resol uti on Reply) and the Responder Address extension is included
in the NHRP Resol uti on Request and insufficient resources to
setup a cut-through VC exist at the responder then the Code field
of the Responder Address Extension is set to 5 in order to tel
the client that a VC setup attenpt would in all l|ikelihood be
rejected; otherwise this field MIST be coded as a zero. NHCs MAY
use this field to influence whether they attenpt to setup a cut-
through to the egress router

Maxi mum Transni ssi on Unit
This field gives the maxi mumtransm ssion unit preferred by the
responder. If this value is O then either the default MIU is used
or the MIU negotiated via signaling is used if such negotiation is
possi bl e for the given NBVA

Hol di ng Ti e
The Holding Tine field specifies the nunmber of seconds for which
the NBMA information of the responser is considered to be valid.
Cached informati on SHALL be di scarded when the holding tine
expires.

"Cient Address" information is actually "Responder Address"
information for this extension. Thus, for exanple, Ci Addr T/L is
t he responder NBMA address type and length field.

If a "requester" desires this information, the "requester" SHALL
include this extension with a value of zero. Note that this inplies
that no storage is allocated for the Holding Tinme and Type/Length
fields until the "Value" portion of the extension is filled out.
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If an NHS is generating a "reply" packet in response to a "request”
containing this extension, the NHS SHALL include this extension
containing its protocol address in the "reply". |[If an NHS has nore
t han one protocol address, it SHALL use the same protocol address
consistently in all of the Responder Address, Forward Transit NHS
Record, and Reverse Transit NHS Record extensions. The choice of
whi ch of several protocol address to include in this extension is a
local matter.

If an NHRP Resol ution Reply packet being forwarded by an NHS contains
a protocol address of that NHS in the Responder Address Extension
then that NHS SHALL generate an NHRP Error Indication of type "NHRP
Loop Detected" and discard the NHRP Resol uti on Reply.

I f an NHRP Resol ution Reply packet is being returned by an

i nternedi ate NHS based on cached data, it SHALL place its own address
in this extension (differentiating it fromthe address in the Next
Hop field).

5.3.2 NHRP Forward Transit NHS Record Extension

Conpul sory =1
Type = 4
Length = variabl e

The NHRP Forward Transit NHS record contains a list of transit NHSs
t hrough which a "request” has traversed. Each NHS SHALL append to
the extension a Forward Transit NHS el ement (as specified bel ow)
containing its Protocol address The extension length field and the
ar$chksum fi el ds SHALL be adjusted appropriately.

The respondi ng NHS, as described in Section 5.3.1, SHALL NOT update
t hi s extension.

In addition, NHSs that are willing to act as egress routers for
packets fromthe source to the destination SHALL include information
about their NBMA Address.

This extension uses a single CIE with the extension specific neanings
of the fields set as follows:

The Prefix Length fields MIUST be set to 0 and i gnored.
Cl E Code
5 - Insufficient Resources

I f an NHRP Resol uti on Request contains an NHRP Forward Transit
NHS Record Extension and insufficient resources to setup a cut-
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through VC exist at the current transit NHS then the ClE Code
field for NHRP Forward Transit NHS Record Extension is set to 5
in order to tell the client that a VC setup attenpt would in al
i keli hood be rejected; otherwise this field MIST be coded as a
zero. NHCs MAY use this field to influence whether they attenpt
to setup a cut-through as described in Section 2.2. Note that
the NHRP Reverse Transit NHS Record Extension MJST al ways have
this field set to zero

Maxi mum Transni ssi on Unit
This field gives the maxi mumtransm ssion unit preferred by the
transit NHS. |If this value is O then either the default MU is
used or the MIU negotiated via signaling is used if such
negotiation is possible for the gi ven NBMA

Hol di ng Ti e
The Holding Tine field specifies the nunmber of seconds for which
the NBVA information of the transit NHS is considered to be valid.
Cached informati on SHALL be di scarded when the holding tine
expires.

"Client Address" information is actually "Forward Transit NHS
Address" information for this extension. Thus, for exanple, Ci Addr
T/L is the transit NHS NBMA address type and |length field.

If a "requester" wi shes to obtain this information, it SHALL include
this extension with a Iength of zero. Note that this inplies that no
storage is allocated for the Holding Time and Type/Length fields
until the "Value" portion of the extension is filled out.

If an NHS has nore than one Protocol address, it SHALL use the sane
Prot ocol address consistently in all of the Responder Address,
Forward NHS Record, and Reverse NHS Record extensions. The choice of
whi ch of several Protocol addresses to include in this extension is a
| ocal matter.

If a "request"” that is being forwarded by an NHS contains the
Protocol Address of that NHS in one of the Forward Transit NHS

el ements then the NHS SHALL generate an NHRP Error Indication of type
"NHRP Loop Detected" and discard the "request".

.3 NHRP Reverse Transit NHS Record Extension
Conpul sory = 1

Type = 5
Length = variabl e
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The NHRP Reverse Transit NHS record contains a list of transit NHSs
t hrough which a "reply" has traversed. Each NHS SHALL append a
Reverse Transit NHS el enent (as specified below) containing its
Protocol address to this extension. The extension length field and
ar $chksum SHALL be adj usted appropriately.

The respondi ng NHS, as described in Section 5.3.1, SHALL NOT update
t hi s extension.

In addition, NHSs that are willing to act as egress routers for
packets fromthe source to the destination SHALL include information
about their NBMA Address.

This extension uses a single CIE with the extension specific neanings
of the fields set as follows:

The CIE Code and Prefix Length fields MJUST be set to O and i gnored.

Maxi mum Transm ssi on Unit
This field gives the maxi mumtransm ssion unit preferred by the
transit NHS. If this value is O then either the default MU is
used or the MIU negotiated via signaling is used if such
negotiation is possible for the gi ven NBVA

Hol di ng Ti ne
The Holding Tine field specifies the nunmber of seconds for which
the NBVA information of the transit NHS is considered to be valid
Cached informati on SHALL be di scarded when the holding tine
expires.

"Client Address" information is actually "Reverse Transit NHS
Address" information for this extension. Thus, for exanple, Ci Addr
T/L is the transit NHS NBVA address type and length field

If a "requester” wi shes to obtain this information, it SHALL include
this extension with a length of zero. Note that this inplies that no
storage is allocated for the Holding Tinme and Type/Length fields
until the "Value" portion of the extension is filled out.

If an NHS has nmore than one Protocol address, it SHALL use the sane
Prot ocol address consistently in all of the Responder Address,
Forward NHS Record, and Reverse NHS Record extensions. The choice of
whi ch of several Protocol addresses to include in this extension is a
| ocal matter.

If a "reply" that is being forwarded by an NHS contains the Protoco
Address of that NHS in one of the Reverse Transit NHS el enents then
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the NHS SHALL generate an NHRP Error Indication of type "NHRP Loop
Det ect ed" and discard the "reply"

Note that this information may be cached at internediate NHSs; if
so, the cached value SHALL be used when generating a reply.

5.3.4 NHRP Aut hentication Extension

Conpul sory = 1
Type = 7
Length = variable

The NHRP Aut hentication Extension is carried in NHRP packets to
convey authentication information between NHRP speakers. The
Aut henti cati on Extension may be included in any NHRP "request" or

"reply” only.

Except in the case of an NHRP Regi stration Request/Reply

Aut hentication is done pairwi se on an NHRP hop-by-hop basis; i.e.,

t he authentication extension is regenerated at each hop. In the case
of an NHRP Regi strati on Request/Reply, the Authentication is checked
on an end-to-end basis rather than hop-by-hop. If a received packet
fails the authentication test, the station SHALL generate an Error

I ndication of type "Authentication Failure" and discard the packet.
Not e that one possible authentication failure is the lack of an

Aut henti cati on Extension; the presence or absence of the

Aut henti cation Extension is a |local matter

0 1 2 3
01234567890123456789012345678901
T S S S S T i S S e S S S S S S L T

| Aut henti cati on Type
T S S T T ST S e e g s Sy SR S
| |

+o b bo o do oo k-4 4o+ Authentication Data... -+-4-+- 4= 4o o debo 4o+

i I I S ik A SE A S S I S SE S SR S ek T h ok

The Aut hentication Type field identifies the authentication nmethod in
use. Currently assigned val ues are:

1 - Cleartext Password
2 - Keyed M5

Al'l other values are reserved.

The Authentication Data field contains the type-specific
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aut henti cation i nformation.

In the case of Cl eartext Password Authentication, the Authentication
Data consists of a variable [ength password.

In the case of Keyed MD5 Authentication, the Authentication Data
contains the 16 byte MD5 digest of the entire NHRP packet, including
t he encapsul ated protocol’s header, with the authentication key
appended to the end of the packet. The authentication key is not
transmitted with the packet. The MD5 di gest covers only the
following fields of the NHRP packet: fixed part (with hop count,
packet size and checksum being set to zero), mandatory part,
Responder Address extension, and authentication extension. Note that
when MD5 is used, there is an explicit ordering of the extensions
such that: if the Responder Address extension exists then it MJST be
the first extension in the packet and the Authentication Extension
MJST be the second extension otherw se the Authentication Extension
MJST be the first extension in the packet.

Distribution of authentication keys is outside the scope of this
document .

5.3.5 NHRP Vendor-Private Extension

Conpul sory = 0
Type = 8
Length = variable

The NHRP Vendor-Private Extension is carried in NHRP packets to
convey vendor-private information or NHRP extensi ons between NHRP
speakers.

0 1 2 3
01234567890123456789012345678901
B i S S i i S S S S N i s S I iy s S S
| Vendor | D | Data.... |
R b i o T o S e T S e S i ol T S R S e S

Vendor 1D
802 Vendor |D as assigned by the | EEE [ 6]

Dat a
The renmai ning octets after the Vendor ID in the payload are
vendor - dependent dat a.

Thi s extension may be added to any "request" or "reply" packet and it
is the only extension that may be included multiple tines. If the
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recei ver does not handle this extension, or does not match the Vendor
IDin the extension then the extension may be conpletely ignored by
the receiver. |f a Vendor Private Extension is included in a
"request"” then is nust be copied in the corresponding "reply".

6. Protocol Operation

In this section, we discuss certain operational considerations of
NHRP

6.1 Router-to-Router Qperation

In practice, the initiating and responding stations nay be either
hosts or routers. However, there is a possibility under certain
conditions that a stable routing | oop may occur if NHRP is used
between two routers. In particular, attenpting to establish an NHRP
path across a boundary where infornmation used in route selection is
lost nay result in a routing | oop. Such situations include the |oss
of BGP path vector information, the interworking of multiple routing
protocols with dissinmlar netrics (e.g, RIP and OSPF), etc. |In such
ci rcunmst ances, NHRP shoul d not be used. This situation can be
avoided if there are no "back door" paths between the entry and
egress router outside of the NBMA subnetwork. Protocol nechanisns to
rel ax these restrictions are under investigation

In general it is preferable to use nmechanisnms, if they exist, in
routing protocols to resolve the egress point when the destination
lies outside of the NBVMA subnetwork, since such mechanisms will be
nore tightly coupled to the state of the routing systemand w ||l
probably be less likely to create | oops.

6.2 Cache Managenent |ssues
The managenent of NHRP caches in the source station, the NHS serving
t he destination, and any internediate NHSs is dependent on a nunber
of factors.
6.2.1 Cachi ng Requirements
Source Stations
Source stations MJST cache all received NHRP Resol ution Replies
that they are actively using. They also nmust cache "inconplete"

entries, i.e., those for which a NHRP Resol uti on Request has been
sent but those for which an NHRP Resol ution Reply has not been
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received. This is necessary in order to preserve the Request ID
for retries, and provides the state necessary to avoid triggering
NHRP Resol uti on Requests for every data packet sent to the
destinati on.

Source stations MJST purge expired information fromtheir caches.
Source stations MJST purge the appropriate cached i nfornmation upon
recei pt of an NHRP Purge Request packet.

When a station has a co-resident NHC and NHS, the co-resident NHS
may reply to NHRP Resol uti on Requests fromthe co-resident NHC with
informati on which the station cached as a result of the co-resident
NHC making its own NHRP Resol uti on Requests as long as the co-
resident NHS follows the rules for Transit NHSs as seen bel ow.

Servi ng NHSs

The NHS serving the destination (the one which responds
authoritatively to NHRP Resol uti on Requests) SHOULD cache protoco
address information fromall NHRP Resol ution Requests to which it
has responded if the information in the NHRP Resol ution Reply has
the possibility of changing during its lifetine (so that an NHRP
Pur ge Request packet can be issued). The internetworking to NBVA

bi ndi ng i nformati on provided by the source station in the NHRP
Resol uti on Request nmmy al so be cached if and only if the "S" bit is
set, the NHRP Resol ution Request has included a CIE with the
Holding Tinme field set greater than zero (this is the valid Hol ding
Time for the source binding), and only for non-authoritative use
for a period not to exceed the Hol ding Tinmne.

Transit NHSs

A Transit NHS (lying al ong the NHRP path between the source station
and the respondi ng NHS) may cache source binding infornmation

contai ned in NHRP Resol uti on Request packets that it forwards if
and only if the "S" bit is set, the NHRP Resol uti on Request has
included a CIE with the Holding Tine field set greater than zero
(this is the valid Holding Tinme for the source binding), and only
for non-authoritative use for a period not to exceed the Hol ding

Ti me.

A Transit NHS may cache destination information contained in NHRP
Resol ution Reply CIEif only if the Dbit is set and then only for
non-authoritative use for a period not to exceed the Holding Tine
val ue contained in the CIE. A Transit NHS MJUST NOT cache source
bi nding i nformation contained in an NHRP Resol ution Reply.

Further, a transit NHS MJUST di scard any cached informati on when the
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prescribed tine has expired. |t may return cached information in
response to non-authoritative NHRP Resol uti on Requests only.

.2 Dynanics of Cached |nformation
NBMA- Connect ed Desti nati ons

NHRP' s npst basic function is that of sinple NBMA address

resol ution of stations directly attached to the NBMA subnetworKk.
These nmappings are typically very static, and appropriately chosen
holding tines will mininmze problems in the event that the NBVA
address of a station nmust be changed. Stale information will cause
a loss of connectivity, which nay be used to trigger an

aut horitative NHRP Resol uti on Request and bypass the old data. In
the worst case, connectivity will fail until the cache entry tines
out.

This applies equally to information marked in NHRP Resol ution
Replies as being "stable" (via the "D' bit).

Destinations Of of the NBMA Subnetwor k

If the source of an NHRP Resol ution Request is a host and the
destination is not directly attached to the NBVMA subnetwork, and
the route to that destination is not considered to be "stable," the
destinati on napping nay be very dynam c (except in the case of a
subnet wor k where each destination is only singly homed to the NBMA
subnetwork). As such the cached information may very |ikely becone
stale. The consequence of stale information in this case will be a
suboptimal path (unless the internetwork has partitioned or some
other routing failure has occurred).

Use of the Prefix Length field of a CIE

A certain anount of care needs to be taken when using the Prefix
Length field of a CIE, in particular with regard to the prefix length
advertised (and thus the size of the equival ence class specified by
it). Assuming that the routers on the NBMA subnetwork are exchangi ng
routing information, it should not be possible for an NHS to create a
bl ack hole by advertising too |large of a set of destinations, but
suboptimal routing (e.g., extra internetwork | ayer hops through the
NBMA) can result. To avoid this situation an NHS that wants to send
the Prefix Length MJUST obey the follow ng rule:

The NHS examni nes the Network Layer Reachability Information (NLRI)
associated with the route that the NHS would use to forward towards
the destination (as specified by the Destination internetwork |ayer
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address in the NHRP Resol uti on Request), and extracts fromthis
NLRI the shortest address prefix such that: (a) the Destination
i nternetwork | ayer address (fromthe NHRP Resol ution Request) is
covered by the prefix, (b) the NHS does not have any routes wth
NLRI which forma subset of what is covered by the prefix. The
prefix may then be used in the CIE

The Prefix Length field of the CIE should be used with restraint, in
order to avoid NHRP stations choosing suboptimal transit paths when
overl appi ng prefixes are available. This docunent specifies the use
of the prefix length only when all the destinations covered by the
prefix are "stable". That is, either:

(a) Al destinations covered by the prefix are on the NBVA network, or

(b) Al destinations covered by the prefix are directly attached to
t he NHRP respondi ng station.

Use of the Prefix Length field of the CIE in other circunstances is
out side the scope of this docunent.

6.4 Dom no Effect

One could easily imagine a situation where a router, acting as an

i ngress station to the NBVMA subnetwork, receives a data packet, such
that this packet triggers an NHRP Resol ution Request. |If the router
forwards this data packet without waiting for an NHRP transit path to
be established, then when the next router along the path receives the
packet, the next router may do exactly the same - originate its own
NHRP Resol uti on Request (as well as forward the packet). |In fact
such a data packet nay trigger NHRP Resol uti on Request generation at
every router along the path through an NBMA subnetwork. W refer to
t hi s phenonena as the NHRP "doni no" effect.

The NHRP domi no effect is clearly undesirable. At best it may result
in excessive NHRP traffic. At worst it may result in an excessive
nunber of virtual circuits being established unnecessarily.
Therefore, it is inportant to take certain nmeasures to avoid or
suppress this behavior. NHRP inplenentations for NHSs MJST provide a
mechani smto address this problem One possible strategy to address
this problemwould be to configure a router in such a way that NHRP
Resol uti on Request generation by the router would be driven only by
the traffic the router receives over its non-NBMA interfaces
(interfaces that are not attached to an NBMA subnetwork). Traffic
received by the router over its NBMA-attached interfaces woul d not
trigger NHRP Resol uti on Requests. Such a router avoids the NHRP

dom no effect through adm nistrative neans.
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7. NHRP over Legacy BMA Net wor ks

There woul d appear to be no significant inpedinment to running NHRP
over | egacy broadcast subnetworks. There may be issues around
runni ng NHRP across nmultiple subnetworks. Runni ng NHRP on broadcast
medi a has sonme interesting possibilities; especially when setting up
a cut-through for inter-ELAN inter-LIS/LAG traffic when one or both
end stations are |egacy attached. This use for NHRP requires further
research.

8. Security Considerations

As in any resolution protocol, there are a nunber of potentia
security attacks possible. Plausible exanples include denial -of -
servi ce attacks, and masquerade attacks using regi ster and purge
packets. The use of authentication on all packets is recommended to
avoi d such attacks.

The aut henticati on schemes described in this docunent are intended to
all ow the receiver of a packet to validate the identity of the
sender; they do not provide privacy or protection against replay
attacks.

Detailed security analysis of this protocol is for further study.

9. Di scussion

The result of an NHRP Resol uti on Request depends on how routing is
configured anong the NHSs of an NBMA subnetwork. [|f the destination
station is directly connected to the NBVA subnetwork and the the
routed path to it lies entirely within the NBMA subnetwork, the NHRP
Resol ution Replies always return the NBMA address of the destination
station itself rather than the NBMA address of some egress router.
On the other hand, if the routed path exits the NBVMA subnetwork, NHRP
will be unable to resolve the NBMA address of the destination, but
rather will return the address of the egress router. For
destinations outside the NBVA subnetwork, egress routers and routers
in the other subnetworks shoul d exchange routing information so that
the optimal egress router may be found.

In addition to NHSs, an NBMA station could al so be associated with
one or nore regular routers that could act as "connectionl ess
servers" for the station. The station could then choose to resolve
t he NBMA next hop or just send the packets to one of its
connectionl ess servers. The latter option nmay be desirable if
comuni cation with the destination is short-1lived and/or doesn’t
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requi re much network resources. The connectionless servers could, of
course, be physically integrated in the NHSs by augnenting themwi th
i nternetwork [ ayer switching functionality.
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Appendix I. State Machine View of MPOA Component
Behavior
[Infor mative]

A state machine view of the MPOA component behavior is given in this Section. The state machines shown are
intended to give an example of a compliant implementation, but do not represent the compl ete specification.

1.1 Conventions

Vertical lines represent states, the names of which are labeled above each vertical line. Transitions are horizontal
lines. Events are labeled above each transition. Actions are labeled below each transition. The Idle state is shown

asadashed line.

1.2 Ingress MPC Control State Machine

Each instance of the ingress MPC State Machine is defined in the context of an ingress cache entry, namely the
<MPS Control ATM Address, Destination Internetwork Layer Address> tuple.

per (MPS Control ATM Address, Destination Internetwork Layer Add

NULL CACHED QUERY RESOLVED REFRESHINC(
— SZat2nl=y =T IaS=I=iSl A=Y jas=tmias=telniiA]

: Dest. detecti Flow threshold exceeded Flow threshold ded 84
: i ow threshold exceede
: ca:iﬁee;%:e Il MPOA Trigger » timer2 > T_Pace
: y BEaren tID;
: enerale new request_[D; Send MPOA request;
. Send MPOA Request; . T Pace=T Pace*MPC-cl;

Reset timerl: MPOA reply received réset timer g
: T_Pace = MPC-p5 Update ingress cache ] >
: MPOA Trigger Received Reggt timerl; N
: - u’ T_Hold = Holding Time from Resolution Reply tlmerl > 2/3 * T_Hold &&
: Generate new request_ID; Flow threshold exceeded flow threshold exceeded
i Create ingress cache entry &&timerl > T_Pace Ceneraie new reque§t‘|‘|T;>
. Send MPOA Request; Send MPOA request; Rese} timer; Send MPOA request;
: Reset timerl, T_Pace=T_Pace*MPC-cl T_PACE = MPC-p5;
* T_Pace = MPC-p5 IMBO Reset timer2;

Matching NHIRP r
icion MPOA Dataplane
MPCHOLD DOWN Local Decision’1 Purge received
timerl > T_Hold || Generate new request_ |1
. Management delete NHRP NAK received || Send MPOA request; |If No_reply flagleaf, Matching NHRP or
;< timerl > MPC-p6 Reset timerl Send Purge reply MPOA Dataplane
: Delete cache entry Purge received
: _Hold = -A7; < T NO_Teply ffagear,
: Reset timerl Send Purge reply
< ‘Local Decision"2|| Management delete )
: Delete cache entry ( MPOA reply received
Update Ingress cache entry;
< Management delefetimerl > T_Hold T_Hold=Holding_Time from
h Resolution Reply;
: Delete cache entry Reset timerl
H NHRP NAK received ||
: < timer2 > MPC-p6
timer 1 > T_Hold Reset timerl
: Delete cache entry
. ‘ MPS Death (From Keep-Alive State Machine)
Delete cache entry _ )
. ‘ MPS Death (From Keep-Alive State Machife)
: Delete cache entry
: ( timerl > T_Hold || Management delete
Delete cache entry

Figure 23 Ingress MPC Control State Machine

Notes on Figure 23:

1. timerl and timer2 are second timers. Two are required to handle hold times and retry timesin the
REFRESHING state. Retries are paced until MPC-p5 is reached, in which case the cache entry is
deleted when the cache hold timeisreached. Alternatively, retries could be paced until the hold timeis

reached.
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2. MPOA trigger stimulates an MPOA request from both NULL and CACHED states.
3. Local Decision 1 and 2 refer to text in Section 4.4.4 on Cache Management

1.3 Ingress MPS Control State Machine

Each instance of the ingress MPS state machine is defined by the <Ingress MPC control ATM Address, Request ID>
tuple obtained from the MPOA Resolution Request. The purge description applies to a single cache entry for a
singleingress MPC and assumes a higher layer fan-out process.

peringress MPC ConAfdll AddredRequest )ID

NULL RESOLVING RESOLVED
: MPOA resolution request received
vedbest_id == MPOA request _id MPOA resolution request received
MPOA resolution request receivéth new MPOA_request_$ Send NHRP resolution request; request_id == MPOA_request_id
Create MPS Cache Enfry Reset timer SendNHRP resolutiorequest,
Generate new NHRP_request_id; Reset timer
Send NHRP resolution request; <
Reset timer
‘ timer > T_MPS-p4
DeletelngressMPS Cache . . .
Entry NHRP resolution reply received with
request_id == NHRP_request_id;
Send MPOA resolution reply
T_Hold = Holding time from reply
Reset timer NHRP resolution reply received witt
request_id == NHRP_request_id;
PURGING Send MPOA resolution reply
T_Hold = Holding time from repl
Delivery failure Reset timer

DeleteIngress MPSache Entry
( Purge event received && No_reply flag clear
Send Reliable MPOA Purge request

MPOA Purge reply received

Generate MPOA_purge_reply_received even
Delete Ingress MP<ache Entry,

. { Purge event received && No_reply flag set

Send MPOA Purge request
Delete IngressMPS Cache Entry

( timer > T_Hold

DeletelngressMPS Cache Entry

Figure 24 Ingress MPS Control State Machine

Notes on Figure 24:

=

timer is a second timer

2. Purge events are generated by a process outside the scope of this state machine. This processtakesa
received NHRP purge request message potentially containing summarized information, and generates
events corresponding to instances of this state machine. This process stores state necessary for
eventual generation of a NHRP purge reply message.

3. The MPOA_purge reply received event is sent from this state machine to the above process. This
process uses this event data to determine if and when to generate an NHRP purge reply.

4. The Délivery failure event is generated when reliable delivery fails.

136



MPOA Version 1.0 AF-MPOA-0087.000

1.4 Egress MPS Control State Machine
per (Souz&taATM Address, Destination Internetwork Layer Addr

NULL RESOLVING IMPOSING IMPOSET

Existing egress MPC

Imposing_Actions; MPOA imposition reply received &&

i NHRP resolution request received >
: Execute MPOA Egress Resolution Process successful

New egress MPC

Set holding time iNHRP reply to

Destinatino not aiPC || Unresolvable Generate New_MPC; MPS-p7 or local value;
p - Imposing_Actions Send NHRP resolution reply;
Inform NHS of failure Reset timer;

NHRP Resolution request received

4 Imposition._FPailed Store resolution_request_id;

Inform NHS of failure; Delete_Actions Send MPOA imposition request;
{ Reset timer
RELIABLE
CLEARING < NHRP Resolution request received

Store resolution_request_id;
Send MPOA imposition request;

Reset timer

< Internetwork layer dest change event

» . Send reliable MPOA cache imposition with holding time of zer
Imposition reply received ||

Delivery failure

: Delete Actions Internetwork layer dest change event

-

Send MPOA cache imposition with holding time of zero;

Delivery fail ure

Delete_Actions Purge event receivedfrom MPCwith No_reply flag clear

NHRP purge replyreceived Send NHRP reliable purge request;
reste timer; T_Hold = MPS-p4;

Generate NHRP_purge reply event;
Delete Actions;

Purge event receivedfrom MPCwith No_reply flag set

Send NHRP purge requesDelete Actions
timer > Holding_Time

AL A AR

Delete_Actions;

Imposing_Actions: Delete Actions Imposition_Failed:

Generate new Cache_id; Delete cache fimer > Holding_Time ||

Generate new imposition_request_id; BNt entry for MPC) MPOA imposition reply received && !successful
Generate new cache entry; THEN generate Delete_MPC

Holding time in message = 2 *(MPS-p7 or local value)

Send MPOA imposition request
Reset timer

Figure 25 Egress MPS Control State Machine
Notes on Figure 25:

=

timer isasecond timer.

2. Thepurge_event is generated by a process outside the context of this state machine, since the MPOA
purge request from the MPS may contain summary information. If the N bit is clear(indicating that a
reply is needed) , apurge reply _event issent to this process when a corresponding NHRP reply is
received.

3. TheNHS isinformed of animposition failure, so that it may terminate the shortcut if it desires.

4. Internetwork layer dest change event is generated by a process out of the context of this state machine.
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5. Holding_Timeis derived from either MPS-p7 or ‘local information’. Refer to Section 4.1.1.1.

1.5 Egress MPC Control State Machine
(per Cache_ID, MPS Control ATM Address)

NUIL IMPQOSING ACTIV

MPOA cache imposition request received
, Imposition Accepted && existing;MPS

Generate new pest_id
Create egres$IPCcache entry

Encache_Actions

Imposition Rejected

k Send MPOA cache imposition reply (failure); Imposition Accepted && new MP
Delete cache entry Generate New_MPS;
UPDATE Encache_Actions
(Transient)
MPOA cache imposition request received

Holding Time = 0 (Purge) || Imposition Rejected ‘

Send MPOA cache imposition reply; .

Delete cache entry Imposition Accepted >

UpdateActions

( timef > T_Hold || Management delete

Delete cache entry

MPS Death (From Keep Alive State Machine)

Send data plane purge;
Delete Actions

PURGING ELOODING
Purge reply received||| timer2 > 30s && DLL

Delivery failure I -
il Destination Information ni r‘

recovered. reset timer2;
Flood data frames

A

DLL Destination Information Loss Detected

Delete cache entry

Send reliable purge request DLL Destination Information recovered

Return to normal forwarding

Encache Actions: UdateActions:

Create egress cache entry; T_Hold = Holding_Time from impostition request
T_Hold = Holding_Time from impostition request Send MPOA cache imposition reply(success);
Remember cache_id; Resetltimer;

Send MPOA cache imposition reply(success);

Resetl timer; .
Await shortcut circuit establishment

Figure 26 Egress MPC Control State Machine

Notes on Figure 26:

1. Purgeevent isgenerated by a process outside the context of this state machine
2. Thechangein DLL destination state is generated outside the context of this state machine. This event
is generated when there is a change in one ore more the following LEC variables: C6, C8, C27, C30
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1.6 Reliable Delivery State Machines

Reliable MPC Message Send
(perequekt

NULL SENDING

T_Pace = MPC-p5: timer > T_Pace

reset timer; T_Pace =T_Pace*MPC-cl;
reset timer;

<

Send message

_( timer *MPC-p6
Generate delivery failure event

Reliable MPS Message Send
(perequekt

NULL SENDING

T_Pace = MPS-p5: timer > T_Pace

reset timer; T_Pace =T_Pace*MPS-cl;
reset timer;

-

Send message

l‘ timer MPS-p6
! Generate delivery failure event

Figure 27 Reliable Delivery State Machines

Notes on Figure 27:

=

timer is a second timer

Purge event is generated by a process outside the context of this state machine

3. The changein destination state is generated outside the context of this state machine. Thiseventis
generated when there is a change in one ore more the following LEC variables: C6, C8, C27, C30

N

1.7 Egress MPC and MPS Keep-Alive State Machines

MPS Keep Alive MPC Keep Alive
(per MPC) (per MPS)
NULI MPC ACTIVE NULL ALIVE
'
' '
'
' New_MPC ' New_MPS
' .
: niialize KeepAlve ) timer > T_KeepAlive . T_KeepAlive = MPC-c2; ) MPOA Keep Alive received
, sequence_number ; - + Reset timer
1+ Send MPOA Keep Alive; Increment KeepAlive ' T_KeepAlive = Keep Alive Lifetime;
1 Reset timer sequence_number ; ' Reset timer
' Send MPOA Keep Alive; '
Reset timer : timer > T_KeepAlive ||
< ' Keep Alive received out of <
' sequence;
. Delete_ MPC ' Generate MPS Death
— . Event;

Figure 28 Egress MPC and MPS Keep-Alive State Machines
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Notes on Figure 28:

1. timer isasecond timer.
2. Purgetext described aboveis from Section 4.5.
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Appendix Il.  Examples of MPOA Control and Data Flows
[Informative]

/1.1 Scenarios

A simple MPOA network configuration is shown in Figure 29. The MPOA network consists of two ELANS:
ELAN-1 and EL AN-2. Each ELAN contains one or more edge devices and MPOA hosts. Each edge device supports
one or more LAN hosts.

MPOA Clight
MPOA Host !
1 1
LEC ’
\ Router
MPOA Cligpt
MPOA Host MPOA  Ser
2 LEC |
LEC QOUtI.
Func
MPOA Cli¢
Edge Device 1
3 '
1
1
i
[ H20 || H10 | '
1
'
Edge Device !
4

|H4o ||H30|

Figure 29 Example Network Configuration

To describe each flow, a source-destination pair (an MPOA host and/or aLAN host) is chosen from Figure 29. The
source and destination are chosen within the same ELAN or in different ELANS and the flows are grouped as the
intrasELAN and inter-ELAN flows.

I1.1.1Intra-ELAN Scenarios

Intra-ELAN flows originate from an MPOA host or aLAN host behind an edge device, and flow to an MPOA host
or aLAN Host in the same ELAN. These flows use LANE for address resolution and data transfer. The matrix
shown in Table 7 illustrates all source-destination pairs with the matrix entry representing the scenario-index. Note
that the source and destination are different hosts. Thetrivial scenario of aLAN-LAN flow on the same edge device
is not covered.

Table 7 IntraaELAN Scenarios

To MPOA To LAN
Host host
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From MPOA
Host
From LAN host

(A)
©

B) ‘
(D)

[1.1.2Inter-ELAN Scenarios

Theflowslisted in Table 8 are between the source-destination pairs for which the source and destination are in
different ELANSs. These flows may use adefault path for short-lived flows or a shortcut for long-lived flows. The
default path uses the LANE and router capabilities. The shortcut path uses LANE plus NHRP for address resolution
and a shortcut for data transfer.

Table 8 Inter-ELAN Scenarios

To MPOA To LAN
H ost H ost
From MPOA B (3]
Host
From LAN Host | (G) (H)

11.2 Flows

[1.2.1Intra-ELAN
IntrasELAN flows areillustrated in Figure 30.
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MPOA Host MPOA Cligpt
1
LEC
A Router
MPOA Client
MPOA MPOA Servel
H(2)st LEC A
B LEC Routlrjg
Functio
. /
MPOA Client /
Edge Devidqe
3 ELAN 1
LEC
v H 10
MPOA Client
Edge Devic D

4
LEC

HSOV

Figure 30 Intra-ELAN Flows

11.2.1.1 From MPOA Host

1.2.1.1.1 Scenario (A): MPOA Host 1 to MPOA Host 2

Figure 31 shows the data path for data originating from MPOA Host 1 and destined to MPOA Host 2 within the
same ELAN. LANE isused for such aflow and a Data Direct VCC will carry the LANE frames.

MPOA Host 1 MPOA Host 2

ELAN

Figure 31 MPOA Host to MPOA Host Data Flow

11.2.1.1.2 Scenario (B): MPOA Host 1 to LAN Host H 10

Figure 32 shows the data path for data originating from MPOA Host 1 and destined to LAN Host H 10 within the
same ELAN. LANE is used for such aflow and a Data Direct VCC between MPOA Host 1 and Edge Device 3 will
carry the LANE frames.
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MPOA Host 1 Edge Device 3 H 10

ELAN
—»| LAN

Figure 32 MPOA Host to LAN Host Data Flow

[1.2.1.2 From LAN Host

11.2.1.2.1 Scenario (C): LAN Host H 10 to MPOA Host 2

Figure 33 shows the data path for data originating from LAN Host H 10 and destined to MPOA Host 2 within the
same ELAN. LANE is used for such aflow and a Data Direct VCC between Edge Device 3 and MPOA Host 2 will

carry the LANE frames.
H 10 Edge Device 3 MPOA Host

LAN
ELAN

Figure 33 LAN Host to MPOA Host Data Flow

11.2.1.2.2 Scenario (D): LAN Host H 10 to LAN Host H 30

Figure 34 shows the data path for data originating from LAN Host H 10 and destined to LAN Host H 30 within the
same ELAN. LANE is used for such aflow and a Data Direct VVCC between Edge Device 3 and Edge Device 4 will

carry the LANE frames.
H 10 Edge Device 3 Edge Device 4 H 3C

LAN
| ELAN LAN

Figure 34 LAN Host to LAN Host Data Flow
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I1.2.2Inter-ELAN

Inter-ELAN flows are illustrated in Figure 35. For the sake of simplicity, the flows shown in this section only
involve a single router/MPS; however, in practice, there can be an arbitrary number of routers on the default routed
path between the ingress MPS and egress MPS. The ingress MPS actions (MPOA Resolution Request/Reply) and
egress MPS actions (MPOA Cache Imposition Request/Reply) are independent, and in a more complex scenario
where multiple routers exist on the default path, the ingress and egress MPSs communicate via NHRP.

MPOA Host|[MPOA Clig E
1
. MPOA Client
Router MPO? Host
: LEC
MPOA Server
MPOA Client )
MPOA Client , Edge Device
Edge Device 6
3 ! ELAN 2 | LEC
LEC 1
1
1
H 1
H 10 H 50
. >
1
1

Figure 35 Inter-ELAN Flows

11.2.2.1 From MPOA Host
1.2.2.1.1 Scenario (E): MPOA Host 1 to MPOA Host 5

Figure 36 shows the default and shortcut data paths for data originating from MPOA Host 1 and destined to MPOA
Host 5 within a different ELAN.
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Default Path

MPOA Host 1 Router MPOA Host !
ELAN ’
ELAN
,
Shortcut
MPOA Host 1 Router MPOA Host !

MPOA Resolution Request

- - - L _ Cache Imposition Request
-- - .- gl - SBCHE p q

< I\AF?'_A_FEefgl_Ut_'O“_ nglz - - - _(fa-cFlé Imposition Reply

Shprtcut
»

Figure 36 MPOA Host to MPOA Host
Default Path:

MPOA Host 1 sends the packet in a LANE frame to the router viaa Data Direct VCC. The router forwards the
packet in a LANE frame to MPOA Host 5 via another Data Direct VCC.

Shortcut:

If MPOA Host 1 detects a flow to the internetwork layer address of MPOA Host 5, it sends an MPOA Resolution
Request to the MPS to get the corresponding ATM address. The router sends an MPOA Cache Imposition Request
to MPOA Host 5 to provide the egress cache entry. MPOA Host 5 sends an MPOA Cache Imposition Reply to the
MPS indicating that it can accept the shortcut. The router sends an MPOA Resolution Reply back to MPOA Host 1
with the ATM address of MPOA Host 5. MPOA Host 1 may then update its ingress cache and establish a shortcut
to MPOA Host 5.

For subsequent data destined to MPOA Host 5, MPOA Host 1 encapsulates the internetwork layer protocol packet
with the appropriate encapsulation for the shortcut. The packets are then sent to MPOA Host 5 using the VCC
specified in the ingress cache entry.

11.2.2.1.2 Scenario (F): MPOA Host 1 to LAN Host H 50

Figure 37 shows the default and shortcut data paths for data originating from MPOA Host 1 and destined to LAN
Host H 50 within a different ELAN.
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Default Path
MPOA Host 1 Router Edge Device 6 H 50
ELAN
—>> ELAN
—| | AN
Shortcut Path
MPOA Host 1 Router Edge Device 6 H 50

MPOA Resolution Request
~T---- --»|Cache Imposition Request

-~
-~ - .

D

MPOA Resomtionfief’l)_' - - LCéc_h-e‘ I-n;p;o_si_ti-oh- I-?c;p y
< -- - Shortgut LAN

Figure 37 MPOA Host to LAN Host
Default Path:

MPOA Host 1 sends the packet in a LANE frame to the router viaa Data Direct VCC. The router forwards the
packet in aLANE frame to Edge Device 6 viaanother Data Direct VCC. Edge Device 6 sends the MAC frame to the
LAN Host 50.

Shortcut:

If MPOA Host 1 detects aflow to the internetwork layer address of LAN Host H 50, it sends an MPOA Resolution
Request to the MPS to get the corresponding ATM address. The router sends an MPOA Cache Imposition Request
to Edge Device 6 to provide the egress cache entry. Edge Device 6 sends an MPOA Cache Imposition Reply to the
MPS indicating that it can accept the shortcut. The router sends an MPOA Resolution Reply to MPOA Host 1 with
the ATM address of Edge Device 6. MPOA Host 1 may then update its ingress cache and establish a shortcut to Edge
Device6.

For subsequent data destined to LAN Host H 50, MPOA Host 1 encapsulates the internetwork layer protocol packet
with the appropriate encapsulation for the shortcut. The packets are then sent to Edge Device 6 using the VCC
specified in the cache entry. Edge Device 6 receives the encapsulated packets, makes the MAC frames and sends them
to LAN Host 50.

11.2.2.2 From LAN Host

11.2.2.2.1 Scenario (G): LAN Host H 10 to MPOA Host 5

Figure 38 shows the default and shortcut data paths for data originating from LAN Host H 10 and destined to MPOA
Host 5 within adifferent ELAN.
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Default Path

H 10 Edge Device 3 Router MPOA Host 5

Shortcut Path

ELAN

—P ELAN

H10 Edge Device 3 Router MPOA Host 5
LAN
— | __ MPOA Resolution Request N
R TR ‘Qa(‘:rle‘IEnPSSJtlon Request
S
MPOA Resolution Reply - = ache Imposition Reply
< Shertcut
—

Figure 38 LAN Host to MPOA Host
Default Path:

LAN Host 10 sendsthe MAC frame to Edge Device 3. Edge Device 3sends the packet in a LANE frame to the router
viaaDataDirect VCC. Therouter forwards the packet in a LANE frame to MPOA Host 5 via another Data Direct
VCC.

Shortcut:

LAN Host 10 sends the MAC frame to Edge Device 3. If Edge Device 3 detects aflow to the internetwork layer
address of MPOA Host 5, it sends an MPOA Resolution Request to the MPS to get the corresponding ATM address.
The router sends an MPOA Cache Imposition Request to MPOA Host 5 to provide the egress cache entry. MPOA
Host 5 sends an MPOA Cache Imposition Reply to the MPS indicating that it can accept the shortcut. The router
sends an MPOA Resolution Reply to Edge Device 3 with the ATM address of MPOA Host 5. Edge Device 3 may
then update its ingress cache and establish a shortcut to MPOA Host 5.

For subsequent data destined to MPOA Host 5, Edge Device 3 encapsulates the internetwork layer protocol packet
with the appropriate encapsulation for the shortcut. The packets are then sent to MPOA Host 5 using the VCC
specified in the cache entry.

11.2.2.2.2 Scenario (H): LAN Host H 10 to LAN Host H 50

Figure 39 shows the default and shortcut data path for data originating from LAN Host H 10 and destined to LAN
Host H 50 within a different ELAN.
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Default Path

H 10 Edge Device 3 Router Edge Device 6 H 50
LAN
ELAN
2 ELAN
| —»| LAN
Shortcut
Edge Device 3 Router Edge Device 6 H 50

MPOA Resolutlon Request
""" == - = »»[Cache Imposition Request
e
MP(A)éyResoAIu_tlrog Beply -- Cache Imposition Reply
Shortcpt LAN
| —| '

Figure 39 LAN Host to LAN Host

Default Path:

LAN Host 10 sends the MAC frame to Edge Device 3. Edge Device 3 sends the packet in a LANE frameto the
router viaa Data Direct VCC. The router forwards the packet in a LANE frame to Edge Device 6 via another Data
Direct VCC. Edge Device 6 sends the MAC frame to the LAN Host 50.

Shortcut:

LAN Host 10 sends the MAC frame to Edge Device 3. If Edge Device 3 detects aflow to the internetwork layer
address of LAN Host H 50, it sends an MPOA Resolution Request to the MPS to get the corresponding ATM
address. The router sends an MPOA Cache Imposition Request to Edge Device 6 to provide the egress cache entry.
Edge Device 6 sends an MPOA Cache Imposition Reply to the MPS indicating that it can accept the shortcut. The
router sends an MPOA Resolution Reply to Edge Device 3 with the ATM address of Edge Device 6. Edge Device 3
may then update its ingress cache and establish a shortcut to MPOA Host 5.

For subsequent data destined to LAN Host H 50, Edge Device 3 encapsulates the internetwork layer protocol packet
with the appropriate encapsulation for the shortcut. The packets are then sent to Edge Device 6 using the VCC
specified in the cache entry. Edge Device 6 receives the encapsulated packets, makes the MAC frames and sends them
to LAN Host 50.
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Appendix Ill. Related Work
[Informative]

The rapid and wide acceptance of ATM has stimulated enormous activity in the communicationsindustry to
standardize ATM interfaces. One of the principal objectives of this activity is to enable protocols and applications at
the internetwork layer and above to operate effectively over an ATM transport network. Enabling existing protocols
and applications to operate over ATM is generally viewed as one of the final, necessary stepsto alow the benefits of
ATM to be brought gradually into existing networks. Several industry projects address different pieces of the
internetwork layer problem, including the LAN Emulation over ATM (LANE) specification under the auspices of the
ATM Forum, Classical IP and ARP over ATM defined in RFC 1577 (Classica 1P), the Next Hop Resolution
Protocol (NHRP), the Multicast Address Resolution Protocol (MARS), RFC 1483 and other projects under the
auspices of the Internet Engineering Task Force (IETF). The APPN Implementers Workshop (AIW) has addressed
extensions for the High Performance Routing (HPR) protocol for ATM networks in [AIW]. These projects have al
taken a somewhat similar technical approach. The existing protocol stack is either left unchanged (e.g., LANE), or is
modified in only minor ways (e.g., Classical |P). These projects have additionally required that any changes or
additions can be made only to protocol stacksin systems that have a direct ATM interface, that no changes can be
made to the protocol stacks on “LAN systems” (i.e., systems attached to existing subnetworks), and that ATM-
attached systemsand LAN systems must be fully interoperable.

1.1 LANE

The LANE specification defines a method for an ATM network to emulate an Ethernet or Token-Ring LAN.
Protocols, such as IP' s Address Resolution Protocol (ARP), that are dependent on the availability of a broadcast
function, are supported by LANE over ATM which, due to its connection-oriented nature, isinherently non-
broadcast. A host on aLAN that wishes to send data to another host on that LAN using an internetwork layer
protocol must determine the MAC (medium access control) address of the destination host prior to data transfer.
Protocols such as ARP use broadcast to resolve internetwork layer addressesto MAC Addresses by querying all end-
stations on the LAN. On an Emulated LAN (ELAN), LANE supports this broadcast with a Broadcast/Unknown
Server (BUS). However, to effect the actual datatransfer over an ATM network, a further mapping from MAC
Addressto ATM addressis necessary. Another server, the LANE server (LES), provides this mapping. The
originating host then transfers the data by setting up an ATM VCC to the target ATM address.

111.2 Classical IP

The MAC-to-ATM address resolution provided by LANE, while allowing Internetwork and higher-layer protocolsto
operate as they do on an Ethernet or token ring LAN, involves two levels of resolution prior to data transfer. An
internetwork layer address must first be resolved to aMAC Address, and then the MAC Addressis mapped to an
ATM address. RFC 1577 isthe definition of an enhanced IP ARP procedure that resolves internetwork layer
addresses directly to ATM addresses. A server, known asthe ATMARP server, responds to queries from hosts for
internetwork layer addresses with an ATM address. By reducing one step in the process of setting up an ATM
connection for data transfer, RFC 1577 helps to minimize broadcast traffic in the subnet. The ATMARP server
provides this service to al 1P end-stations that are directly attached to the ATM network in aLogical 1P Subnet (or
LIS, the scope of which is defined in RFC 1577). RFC 1577 applies only to IP, while LANE supports all
internetwork layer protocol.

111.3 MARS

Rounding out the suite of protocols for ATM internetwork layer isthe IETF' s MARS (Multicast Address
Resolution Server) specification. MARS is used to resolve internetwork layer multicast and broadcast addresses to
either alist of ATM addresses, or to the ATM address of aMulticast Server (MCS) that isresponsible for
distributing the data to the appropriate end-stations. A MARS serves end-stations in a MARS cluster, which is
currently equivalent to aLIS. Further study is required before the scope of a cluster is extended beyond aLIS.

150



MPOA Version 1.0 AF-MPOA-0087.000

I11.4 RFC 1483

RFC 1483, Multiprotocol Encapsulation over AALS5, describes encapsulation mechanisms that higher layer
protocols can use for transport using ATM Adaptation Layer 5. Dataon ATM V CCs established using any of the
above methods may be encapsulated using the formats described in RFC 1483.
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Appendix IV. Ambiguity at the Edge
[Informative]

IV.1 Ambiguous Encapsulation Information At The Egress MPC

In certain network configurations, traffic associated with two or more distinct flows of data can converge at asingle
node within the network and be expected to diverge again on leaving thisnode. In atypical store-and-forward device
in anetwork, thiswould present no problems. The device would either make forwarding decisions based
internetwork-layer information (e.g., in arouter or layer-3 aware switch), or it would leave layer 2 headers intact
(e.g., inabridge).

Because data arriving on an MPOA shortcut V CC does not include an SO layer 2 header, the impact of temporarily
merging distinct data flows may result in a need for distinct cache impositions for each data flow. Merging of flows
at the last-hop ATM/MPOA router (MPS) prior to the egress MPC, this router’s next hop(s) or only at the egress
MPC itself would result in the use of multiple distinct DLL headers for a given internetwork-layer destination.
Because the egress MPC isrequired to prepend the correct DLL header to each data packet received on a shortcut VCC
prior to forwarding it on an appropriate port, the egress MPC must be able to distinguish flows using more than the
internetwork-layer destination.

I1V.2 Resolving Egress Ambiguity

An egress MPC is able to detect when such an ambiguity occurs because it receives a new cache imposition (with a
new cache ID) that has the same layer 3 destination and source ATM address as one of its existing cache entries, but
adifferent next hop DLL header. At this point, an MPC implementation should assume that the ingress MPC (or
NHC) will re-use a shortcut VCC associated with the existing cache entry. Therefore, the egress MPC must take
some action to ensure that it will be able to distinguish packets arriving on such VCCs and make the correct
association of cache and flow.

Assuming that the egress MPC is not an active router or layer 3 switch (i.e. it does not have co-resident MPS), the
actions that it might take are:

» refuse the cache imposition (force the flow associated with the newer cache to continue to use default
forwarding),

* return adistinct ATM address for the new cache imposition or

» assign atag valuein the cache acknowledgment.

The latter option may be used only if the cache imposition includesa TAG TLV indicating that the ingressis
prepared to receive atag in its response and use the tag for all frames transmitted on the shortcut. Thisis not the
case, for example, if the “ingress’ is a standard NHC.

1V.3 Ambiguity At The Ingress

The combination of ambiguous use of shortcut VCCs and data-plane purge results in the potential for ambiguous
purge messages being received over a shortcut VCC. Thiswill result either when an egress MPC is using tags to
distinguish flows or when asingle VCC is used to carry severa flows and the VCC terminates at an ATM router
(NHS or MPS) - which may or may not use tags to distinguish flows. In the worst case, the ingress MPC is forced
to be conservative in purging cache entries and reissue MPOA Resolution Request(s) for the layer 3 destination
address associated with the purge message received.
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Appendix V MPOA-friendly NHRP implementations
[Informative]

This appendix lists some optional extensions and procedures that an NHC/NHS may wish to implement for more
efficient interoperation with MPOA devices. These features are not needed for interoperation between NHRP and
MPOA devices, but in some cases efficiency may be improved.

1. support the use of the MPOA tag extension

2. support the use of the ATM Service Category extension

3. awaysinclude anon-zero value for MTU size in a Resolution Reply
4. support CPCS-SDU size negotiation during signalling

Note that the NHRP specification requires correct processing of a purge message received on any VCC,; therefore,
MPOA data plane purges will be handled correctly.
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Appendix VI. MPOA Requirements for Co-Located LEC
[Informative]

To support the MPOA device discovery mechanism described in Section 4.2, LECs must support the functionality
described in this section that is not defined in [LANE].

VI.1 Support MPOA Device Type TLV Association

LANE allows the use of multiple ATM addressesby aLEC. The MPOA Device Type TLV is associated with an
ATM address of the LEC and, therefore, all MAC addresses behind it. The LE_ASSOCIATE.request interface
defined in LANE only supports association of TLVswith single LAN_Destination address. For an MPS in arouter
with alimited number of MAC addresses, it may be feasible to individually associate the MPOA devicetype TLV
with each of these MAC addresses; however, for an MPC in a bridge that dynamically learns alarge number of MAC
addresses, it is not likely feasible to individually associate the MPOA device type TLV with each of these
dynamically learned MAC addresses. To support the MPOA learning, a LEC should allow the MPOA component to
associate the MPOA Device Type TLV with an ATM address and all of the LAN Destinations behind it.

To further facilitate learning, the MPOA Device Type TLV should be carried in all LE_ARP requests originating
from a LEC that uses the ATM address associated with the MPOA Device Type TLV asthe source ATM addressin
the LE_ARP.

VI.1 Support for LECs that do Source Learning

Itispossible for LECsto learn MAC-to-ATM address mappings by observing data flowing over aLANE Data
Direct VCC. When the LEC sees a new source MAC address, it can add the MAC-to-ATM address mapping to its
LE_ARP cache. Thistype of source learning can defeat the MPOA device discovery process unless the MPOA
Device Type TLV isassociated with the learned MAC addresses properly.

To properly associate the Device Type TLV with learned MAC addresses, a LEC needs to abide by the following
rules:

1. For each source ATM address from which aLEC is performing source learning, the LEC must issue at least one
LE_ARP_REQUEST for alearned MAC address to determine the MPOA device type of the LEC with the ATM
address.

2. The MPOA Device Type TLV receivedin an LE_ ARP_RESPONSE must be associated with all MAC addresses
subsequently learned to be associated with the ATM addressin the LE_ ARP_RESPONSE and not just the MAC
addressin the LE_ARP_RESPONSE.

3. AnLEC that receives an indication of achange of MPOA device type for one MAC address must assume that
this change effects all the MAC addresses |earned from the same ATM address.

VI.1 Support for LLC Multiplexing

When LLC multiplexing is used, the MPOA device type is associated with the <ELAN-ID,LLC-MUXED-
ADDRESS> pair, instead of just the ATM address as described above.
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